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The discovery of neutrino mass is the first tangible contradiction of the Standard Model of

particle physics. Two neutrino double-beta decay (2νββ) is an allowed second order process

in the Standard Model that has been observed with half-lives in the range of 1018 − 1024 y.

Because it involves two neutrino vertices, double-beta decay is a useful tool for studying the

properties of neutrinos. In particular, the discovery of neutrinoless double-beta decay (0νββ)

would indicate that the neutrino is granted mass by the Majorana mechanism, and provide

a means of measuring the mass scale of the neutrino. This would also provide a means

for violating Lepton number conservation in the Standard Model, potentially enabling a

mechanism for the asymmetric creation of more matter than anti-matter in the universe.

0νββ has never been observed and is the active subject of a variety of experiments, with

best half-life limits in the range of 1025 − 1026 y. In addition, parent nuclei can double-beta

decay into excited states of the daughter nucleus. Observing double-beta decay to excited

states (ββ E.S.) is helpful in understanding the nuclear matrix elements that are required for

interpretting a 0νββ result. The branching ratios to different daughter nuclear states may

also provide sensitivity to additional physics beyond the Standard Model; for example, the

2νββ to 2+ daughter states could indicate violation of the Pauli Exclusion Principle, and

measurement of 0νββ to excited states would probe the exchange mechanism underlying



0νββ.

The MAJORANA DEMONSTRATOR is measuring double-beta decay in 76Ge using an array

of P-type Point Contact (PPC) High Purity Germanium (HPGe) detectors. The experiment

contains 35 detectors totalling 29.8 kg of detector mass that are enriched to 88% in 76Ge

so that the detectors act as both source and detector for ββ-decay; there are an additional

23 detectors totalling 14.4 kg of detector mass with the natural isotopic abundance. The ex-

periment is constructed using ultra-low background materials, in a clean environment located

4850’ underground at the Sanford Underground Research Facility in Lead, SD. Thanks to

the granularity of the detector array and the PPC dector geometry, the DEMONSTRATOR is

capable of distinguishing single- and multi-site events. The PPC detectors also have the best

energy resolution of any current generation experiment, at 2.5 keV in the 2039 keV region

of interest for 0νββ. These properties have enabled the experiment to measure one of the

lowest background rates of currently running experiments. The experiment is also engaged in

searching for ββ E.S.. Excited state events are inherently multi-site due to the prompt emis-

sion of a γ-ray; by searching through events that hit multiple detectors, the DEMONSTRATOR

is capable of performing a sensitive, low background search for these events.

This dissertation will begin by presenting the theoretical motivations for both the searches

for 0νββ and ββ-decay to excited states. Next, it will describe the MAJORANA DEMON-

STRATOR, with a focus on the elements of the experiment most relevant to the search for

ββ E.S.. The DEMONSTRATOR’s simulation framework will be described, along with the

simulations necessary to the search for ββ E.S.. The techniques used to perform an optimal

search for ββ E.S., and the estimation of the detection efficiency and its uncertainty will then

be described. A world-leading result using 22 kg-y of exposure will be presented. Finally, this

result will be placed in the context of previous results and current theory, and opportunities

to improve on the result will be discussed.
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Chapter 1

THE THEORY OF NEUTRINO MASS AND DOUBLE-BETA
DECAY

1.1 A Brief History of Neutrinos

1.1.1 Discovery of Neutrinos

Nuclear radioactivity was discovered and characterized at the turn of the twentieth century

by a group of physicists including Henri Becquerel, Marie Curie and Ernest Rutherford. The

three main types of decay studied were:

• α-decay, in which a 4He nucleus is ejected from a nucleus

• β−-decay, in which an electron is emitted from a nucleus and a neutron inside the

nucleus becomes a proton

• γ-decay, in which a nucleus in an excited state decays to the ground state and emits a

high energy photon in the process

In the cases of α- and γ-decays, the particles are emitted monoenergetically, with kinetic

energies that can be predicted using energy conservation by the change in mass between the

parent and daughter nuclei, according to

E = mc2 (1.1)

However, extensive experimental efforts by Lise Meitner, Otto Hahn, Jean Danysz, James

Chadwick, Charles Drummond Ellis, and others established that β-decay has a diffuse en-

ergy spectrum that could not be explained through energy conservation; furthermore, angular

momentum conservation appeared to be violated in these decays. In 1930, Wolfgang Pauli
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(a) Beta Decay (b) Fermi Decay Diagram (c) Energy Spectrum

Figure 1.1: A beta decay emits an electron while transmuting a neutron into a proton. The

energy spectrum of the electron is broad instead of peak-like (measured by G.J. Neary (1940),

taken from http://hyperphysics.phy-astr.gsu.edu/hbase/Nuclear/beta2.html).

proposed that this broad spectrum could instead be explained by a small, non-interacting,

spin-1/2 particle that escapes the nucleus along with the electron, and carries away unde-

tected kinetic energy, thus conserving energy and angular momentum.

By 1934, Enrico Fermi proposed a theory of β-decay that included Pauli’s neutral particle,

a spin 1/2 electrically neutral particle he named the neutrino (ν)[1]. The Lagrangian for the

Fermi interaction is

LF =
GF√

2

(
ψ̄pγ

µψn
)(
ψ̄eγµψν

)
(1.2)

This theory was capable of describing the broad energy spectrum of β-decay, and also capable

of describing nuclear β+-decay, in which a positron is emitted and a nuclear proton becomes

a neutron. Furthermore, this theory predicted the process of inverse β-decay, in which a

neutrino is absorbed by a nucleus, and either an electron is produced with a proton becoming

a neutron, or a positron is produced with a neutron becoming a proton. Fermi’s theory,

however, predicted a cross-section for inverse β-decay on the order of σ ≈ 10−44 cm2, meaning

that a single neutrino would have a mean free path on the order of light-years through lead.

Due to the extremely low cross-section, the force mediating the interactions described by

http://hyperphysics.phy-astr.gsu.edu/hbase/Nuclear/beta2.html
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Fermi’s theory became known as the weak force. Pauli, Fermi and the Nature review board

were all understandably pessimistic about the possibility of actually detecting this newly

predicted process, resulting in Nature’s refusal to publish Fermi’s theory[2].

This pessimism, however, was unwarrented. Twenty years later, Reines and Cowan de-

tected the inverse β-decay in a water target using liquid scintillator detectors[3]. This experi-

ment was enabled by the high flux of neutrinos produced by the Savannah River nuclear reac-

tor. Specifically, Reines and Cowan detected the production of positrons by inverse β−-decay

of protons in the water. Other attempts to detect electrons produced by inverse β+-decay

from neutrinos produced in a reactor failed to measure anything [4]. This is explained by the

existence of distinct neutrinos (ν) and anti-neutrinos (ν̄). Weak interactions are expected to

conserve the quantity of Lepton Number (L), where electrons and neutrinos have L = +1

and positrons and anti-neutrinos have L = −1. This means that β+- and inverse β+-decays

will involve neutrinos, and β− and inverse β−-decays will involve anti-neutrinos. Since the

Savannah River nuclear reactor produced almost entirely anti-neutrinos via β−-decays, the

only interaction detected involved the production of positrons via inverse β−-decay. To date,

no interaction has been observed that violates Lepton-number conservation.

1.1.2 Parity Violation in the Weak Force

The discrete parity symmetry (P) is conserved for the electromagnetic and strong forces. In

1956, Lee and Yang suggested that the discrete parity symmetry (P) could be violated by the

weak force, as no experimental evidence existed to confirm or reject this[5]. Within a year, Wu

and collaborators experimentally demonstrated P violation by placing 60Co under a strong

magnetic field at low temperature and by measuring the correlation between the directions of

the deexcitation γs and of the electron emitted. If P is conserved, no correlation is expected

in these directions; however, Wu found an anti-correlation, implying P-violation[6]. Shortly

after, Garwin, Lederman and Weinrich confirmed this in the polarization of muons produced

by decays of pions in flight[7].

In 1958, Goldhaber and collaborators observed that the weak force is maximally parity
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violating, and weak interactions involve only left-handed neutrinos[8]. This result, combined

with contemporary results that were consistent witha massless neutrino[9], meant that there

was no experimental evidence for the existence of right-handed neutrinos. For this reason,

neutrinos were presumed to be strictly left-handed, represented by massless Weyl spinors.

In addition, the weak Lagrangian was modified to be

LW = −GF√
2

(
ψ̄pγ

µ1− γ5

2
ψn
)(
ψ̄eγµ

1− γ5

2
ψν
)

(1.3)

Due to P violation, the Fermi vertex has a vector-axial vector (V-A) tensor structure.

1.1.3 Flavors of Neutrinos

In addition to the electron, additional charged elementary particles with identical properties

(e.g. spin, charge) to the electron, except for mass, exist[9]. These are the muon (mµ =

113 MeV) and tau lepton (mτ = 1.8 GeV), which are unstable due to their high masses.

The existence of three different particles with similar properties except for mass is mirrored

in quarks (the constituents of protons and neutrons and other “baryons”), and the different

types are called “flavors”, with the different mass groupings called “generations”. Both

heavy leptons decay via the weak force, producing neutrinos in the process. The neutrinos

produced in these decays can subsequently undergo processes analogous to inverse beta decay,

producing either muons or tau leptons instead of electrons, and maintaining conservation of

lepton number. Furthermore, over short distances, it was observed that these neutrinos

produced the same particle as those which created them. This means that there are three

distinct types of neutrinos corresponding to the three types of lepton; these are called the

electron neutrino (νe), muon neutrino (νµ), and tau neutrino (ντ ). The weak decay of a

muon into an electron looks like:

µ→ e+ νµ + ν̄e (1.4)

The fact that the flavor of leptons appeared to be conserved was in contrast with quarks,

where a weak decay could transmute quarks between different generations.
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1.1.4 Electroweak Unification

During the 1930’s-50’s, a large number of new particles were discovered, with properties

and interactions that could be described using the algebra of Lie groups. Between 1961 and

1967, Glashow, Weinberg and Salam proposed a theory of electro-weak unification, a theory

which simultaneously described the electromagnetic and weak interactions with a U(1) gauge

symmetry representing weak hypercharge and a SU(2) gauge symmetry representing isospin

(i.e. a SU(2)×U(1) gauge symmetry)[10, 11, 12]. This theory predicted the existence of the

W+/− boson, a heavy, electrically charged, spin 1 particle which forms interaction vertices

with electrons and neutrinos or with up and down quarks, which are the components of

protons and neutrons. As shown in Figure 1.2, this theory is capable of reproducing the

vertex in Fermi’s theory of weak interaction, with the W boson acting as a mediator for

β-decay. The W boson interacts only with left-handed particles, and the effective charged-

current interaction term lagrangian at energies below the electroweak symmetry breaking

scale is:

LC = − g√
2

(
ūiγ

µ1− γ5

2
MCKM

ij dj + ν̄iγµ
1− γ5

2
ei
)
W+
µ + h.c. (1.5)

where MCKM
ij is the Cabibbo-Kobayashi-Maskawa (CKM) matrix that describes the proba-

bility of a weak transition between different generations of quark, and i and j index over the

generations.

This theory also made a number of new predictions, which have since been confirmed. The

Z boson, a heavy, neutral, spin 1 boson was predicted, which would enable elastic scattering

of neutrinos off other weakly interacting particles. Neutrino elastic scattering of a muon

neutrino off of an electron was observed by the Gargamelle detector in 1973[13], and both

the W and Z bosons were observed at the Super Proton Synchotron in 1983[14, 15]. This

theory also incorporated the Higgs boson, a spin 0 boson that imparts mass to the fermions

in the standard model, as will be discussed in Section 1.3.2. The Higgs boson was discovered

at the ATLAS and CMS detectors using the Large Hadron Collider in 2012[16, 17].
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Figure 1.2: Diagrams of β-decay mediated by the W-boson and of a neutral current scatter

of a neutrino off an electron, mediated by the Z-boson.

1.1.5 The Standard Model of Particle Physics

Over the course of the 1960’s through 80’s, this electroweak unification scheme was expanded

into a theory called the Standard Model, based on a U(1)×SU(2)×SU(3) gauge symmetry,

with the non-Abelian SU(3) component describing the strong force [9]. All of the fundamental

particles included in this theory are summarized in Figure 1.3. This theory included five

integer-spin bosons:

• The photon (γ) mediates electromagnetism, and only interacts with electrically charged

particles

• The W and Z bosons mediate the weak force, and only interact with left-handed

fermions

• 8 types of gluons, with different “color” charges, mediate the strong force, and only

interact with quarks
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Figure 1.3: Diagram of all standard model particles.

• The Higgs boson imparts mass to all the other particles, except for the massless photons

and neutrinos

The spin-1/2 fermions include the rest of the particles, and are divided into four groups,

with 3 generations each:

• Up-type quarks (up (u), charm (c) and top (t)) have electrical charge +2/3 and interact

via the EM, weak and strong forces

• Down-type quarks (down (d), strange (s) and bottom (b)) quarks have electrical charge

-1/3 and interact via the EM, weak and strong forces

• Charged leptons (e, µ and τ) have charge -1, and interact via the EM and weak forces
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• Neutrinos (νe, νµ and ντ ) have no charge and interact only via the weak force. In

addition, they are massless, and have only left-handed components

Table 1.1: Table of weak properties of the Standard Model fermions. Note the lack of

right-handed neutrino singlets.

Fermion Electric Weak Generation

type Charge isospin 1 2 3

Quarks +2
3
,−1

3

doublet 1
2

u
d


L

c
s


L

t
b


L

singlet 0 uR, dR sR, cR tR, bR

Leptons −1, 0
doublet 1

2

 e

νe


L

 µ

νµ


L

 τ

ντ


L

singlet 0 eR µR τR

Because the weak force only interacts with left-handed particles, each grouping is divided

into a left-handed doublet and right-handed singlets, as shown in Table 1.1. The Standard

Model has been extensively tested for interactions between the particles included therein,

and with few exceptions, has been verified. It is, however, incomplete, failing to describe

gravity, dark matter, the accelerating expansion of the universe, the matter asymmetry of

the universe, and other natural phenomena; this not-yet-described physics is referred to as

Beyond the Standard Model (BSM).

Lepton number and Baryon number (B, the total number of Baryons—composites of

three quarks, minus anti-Baryons) are both conserved in low energy interactions in the

Standard Model, including the weak force. At energies above the electroweak unification scale

(∼1 TeV), however, the nonperturbative “sphaleron” process is capable of violating both B

and L conservation. Figure 1.4 shows how a sphaleron can occur if a system is heated above

the sphaleron energy and then cools into a different vaccuum state, with different Lepton-
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(a) Vacuum Potential (b) Sphaleron

Figure 1.4: Left: The periodic vacuum potential of the Standard Model as a function of

essentially B + L. If the temperature of a system is brought above Esp, the system can

re-cool into a state with different B + L.

Right: A sphaleron diagram generating ∆B = −∆L = 3

and Baryon-numbers. The simplest process would increment or decrement both L and B

by 3; any such process would conserve the value of B − L, as this is an exact, accidental

symmetry of the Standard Model. Because of the extreme energies required for this process

to occur with any significant probability, it has never been observed; however, this process

would occur during the early universe, with consequences that will be briefly discussed in

Section 1.3.4.

1.2 Discovery of Neutrino Mass

1.2.1 The Solar Neutrino Problem

The first hint of BSM physics in neutrinos came from the Solar Neutrino problem. During

the various processes involved in nuclear fusion in the Sun, numerous neutrinos are produced;

for example, the pp-process, which is the dominant process for producing 4He from 1H, pro-
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(a) Illustration of the pp-fusion

process

(b) Solar neutrino energy spectrum

Figure 1.5: The energy spectrum of neutrinos produced by the Sun (right) can be predicted

by understanding the fusion processes that occur (such as the pp-process, left). Taken from

[9].

duces two neutrinos per 4He nucleus (see Figure 1.5). Solar models can predict the number

and energy spectrum of neutrinos emitted by various production channels in the Sun[18].

In 1962, Davis began to directly measure the flux of solar neutrinos in the Homestake mine

in South Dakota by counting inverse β-decays of 37Cl into 37Ar. Over multiple decades

of measurement, Davis consistently measured one third as many neutrinos as expected[19].

Additional experiments observed similar deficits, including SAGE and GALLEX, which mea-

sured inverse β-decays with a lower energy threshold than the Homestake experiment using

71Ga[20].
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1.2.2 Neutrino Mass Mixing

One (among many) explanation for this deficit is neutrino mixing, which was predicted by

Pontecorvo in 1957[21], and further developed by Maki, Nakagawa and Sakata in 1962[22].

Under this model, neutrinos are described by mass eigenstates, ν1, ν2 and ν3, which describe

how the neutrinos move freely through space. The neutrinos of the Standard Model, now

called flavor eigenstates, are coherent quantum admixtures of the mass eigenstates, and

describe how neutrinos interact weakly with other particles. In 1969, Pontecorvo proposed

neutrino oscillation as an explanation for the observed deficit of Solar neutrinos[23].

Mathematically, mixing is described by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)

matrix (UPMNS), which is unitary. In the example of a β-decay, the electron anti-neutrino

emitted is the following superposition:

|ν̄e〉 = U∗1e |ν̄1〉+ U∗2e |ν̄2〉+ U∗13 |ν̄3〉 (1.6)

The PMNS matrix can be written as
Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 =


1 0 0

0 c23 s23

0 −s23 c23

 ·


c13 0 s13e
−iδ

0 1 0

−s13e
iδ 0 c13

 ·


c12 s12 0

−s12 c12 0

0 0 1

 (1.7)

where s/cij are the sines and cosines of the mixing angles θij and δ is a CP-violating term

known as the CP-phase. During neutrino oscillation, the probability of measuring a neutrino

in a weak eigenstate changes according to (in the approximation of only two neutrinos):

Pα→β = sin2 (2θij) sin2

(
(∆m2)ijc

3

4h̄E
L

)
(1.8)

where (∆m2)ij is the difference in the squares of the masses of the neutrino mass eigenstates

i and j, L is the distance from the neutrino source, and E is the energy of the neutrino. The

neutrinos oscillate as a function of L/E, with a frequency proportional to ∆m2. This mixing

in the Lepton sector is similar to mixing of quarks via the CKM matrix, which enables flavor

changing weak decays in mesons and baryons.
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(b) SNO ν Mass Mixing Signal
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Figure 1.6: The signals of neutrino mixing from disappearence of atmospheric νµs in Su-

perKamiokande, difference in total solar-ν flux and solar-νe flux from SNO, and disappearence

of reactor νes in KamLAND. Taken from [9]

1.2.3 Discovery of Neutrino Oscillation

In 1998, SuperKamiokande, observed a deficit of atmospheric muon neutrinos dependant

on the zenith angle, consistent with neutrino oscillation[24]. In 2000, the SNO experiment

observed neutrino flavor mixing in solar neutrinos. Since solar νes are produced amid an

extremely high electron density, as they escape the Sun, they will adiabatically transform into

the ν2 eigenstate due to the MSW effect. By observing solar neutrinos via different interaction

mechanisms, SNO had sensitivity to both the total number of neutrinos, regardless of flavor,

via neutral current interactions, and to the number of electron neutrinos via charged current

interactions. SNO observed the expected total number of neutrinos according to the Standard

Solar Model[18], while observing a deficit in electron neutrinos, definitively solving the Solar

Neutrino Problem[25]. Finally, in 2003 KamLAND observed a deficit of electron neutrinos

from nuclear reactors consistent with oscillation[26]. Figure 1.6 shows the results of all

three experiments. Between these three measurements, a deficit has been observed in Solar,

atmospheric, and reactor neutrinos, and this deficit has been explained in a simple and
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Parameter best-fit 3σ

∆m2
21 [10−5 eV 2] 7.37 6.93− 7.96

∆m2
31(23)

[10−3 eV 2] 2.56 (2.54) 2.45− 2.69 (2.42− 2.66)

sin2 θ12 0.297 0.250− 0.354

sin2 θ23, ∆m2
31(32)

> 0 0.425 0.381− 0.615

sin2 θ23, ∆m2
32(31)

< 0 0.589 0.384− 0.636

sin2 θ13, ∆m2
31(32)

> 0 0.0215 0.0190− 0.0240

sin2 θ13, ∆m2
32(31)

< 0 0.0216 0.0190− 0.0242

δ/π 1.38 (1.31) 2σ: (1.0 - 1.9)

(2σ: (0.92-1.88))

(a) Neutrino Oscillation Parameters (b) Mass Ordering

Figure 1.7: Left: Table of measured neutrino parameters from oscillation experiments, taken

from [9].

Right: Solutions of neutrino mass ordering that are consistant with oscillation results.

consistent way using the PMNS mass mixing model.

An extensive experimental program of oscillation experiments has since measured all of

the mixing angles in the PMNS matrix, and the ∆m2 parameters, as shown in Figure 1.7.

Even so, many questions remain. First, the absolute masses of the neutrinos are unknown.

Second, the sign of ∆m2
32 is unknown, resulting in two possible orderings for the neutrino

masses. These are referred to as the “Normal” ordering, in which m3 > m2 > m1, and the

“Inverted” ordering, in which m2 > m1 > m3, as shown in Figure 1.7. Third, the CP-phase of

the PMNS-matrix, δ, has not been measured. Fourth, the possibility for additional, heavier

neutrinos that do not interact via the weak force, but do mix with the other neutrinos,

exists. Finally, and of greatest interest to this document, the mechanism for granting mass

to neutrinos is currently unknown. As will be discussed in Section 1.3, the Standard Model

does not allow for neutrino mass, and multiple possible mechanisms exist for granting it.
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1.3 Theory of Neutrino Mass

The Standard Model of Particle Physics includes only left-handed neutrinos. The Lagrangian

represents neutrinos as left-handed Weyl spinors, representing a left-handed (LH) particle

and a right-handed (RH) anti-particle. A CPT transformation, flips between a LH particle

and RH anti-particle; due to CPT invariance, these must have identical properties except for

helicity and charge, meaning this is the simplest possible representation of a spin-1
2

particle.

However, we now understand that neutrinos are massive, which cannot be explained without

extending the Standard Model. This section will discuss possible mechanisms for generating

neutrino mass and why extension of the Standard Model is required for each. For a more

detailed and complete discussion, see C. Giunti and C.W. Kim, Chapter 6 [27].

1.3.1 A Brief Discussion of Helicity and Chirality

So far, this document has been loose in its description of handedness, which can refer to

either helicity or chirality. The helicity operator (h) is defined as

h =
s · p
|p| =

p1[γ2, γ3] + p2[γ3 γ1] + p3[γ1 γ2]

2|p| (1.9)

where s is spin, p is particle momentum, and γi are Dirac matrices. Helicity can be equiv-

alently described as the particle spin projected onto its momentum. The chirality operator

(γ5) is defined as

γ5 = iγ0γ1γ2γ3 (1.10)

Furthermore, for massless particles (and in the ultra-relativistic limit for massive particles),

helicity and chirality eigenstates are identical, with equal eigenvalues for particles and oppo-

site eigenvalues for anti-particles.

For massive particles, helicity is not Lorentz invariant, while chirality is. This can be

intuitively seen by imagining a massive, classical fermion moving through free space from

frames of reference moving slower and faster than it. When switching between these frames,

the spin direction will appear the same, while the direction of momentum will flip, meaning
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that the helicity will flip as well. For this reason, the helicity operator cannot appear as a

part of the Standard Model Lagrangian while chirality can. This means that Fermion spinors

are eigenstates of chirality, and the weak force interacts directly with left-chiral states rather

than left-helicity states. On the other hand, for massive particles, helicity is a constant of

motion since momentum and angular momentum are both conserved, while chirality is not.

1.3.2 Dirac Mass

All other Standard Model fermions gain mass via the Dirac mechanism, and are called Dirac

fermions[28]. A Dirac fermion is represented by a Dirac spinor, which consists of a left-

handed Weyl spinor paired with a right-handed one. Dirac spinors represent the states used

to solve the Dirac equation which describes the wavefunction for a free, relativistic, spin-1/2

particle:

iγµ∂µψ −mψ = 0 (1.11)

In the standard model lagrangian, a Dirac mass term appears as:

LDirac = −mν̄ν = m(ψ̄LψR + ψ̄RψL) (1.12)

This represents a coupling between a left- and right-handed fermion.

In the Standard Model, a bare mass term is forbidden because the fermions are not

invariant under SU(2) gauge transformations, due to the doublet structure of the left-handed

fermions. A mass term is introduced by the Higgs field, which is a spin-0 doublet Φ =

φ+

φ0

.

The φ+ field is charged and the φ0 field is neutral, and therefore able to take on a vacuum

expectation value:

Φ(x) =
1√
2

 0

v +H(x)

 (1.13)

where v is the vacuum expectation and H(x) is the field that produces the Higgs Boson.

Through the Higgs, then, we can introduce mass to a Standard Model fermion in the doublet
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f ′
f


L

and singlet fR:

LY = −g
(
f̄ ′ f̄

)
L
· 1√

2

 0

v +H(x)

 fR = − gv√
2
f̄LfR (1.14)

where g is the coupling of the fermion to the Higgs field. To introduce Dirac mass to the

neutrino, we would have to add a right-handed neutrino singlet to the standard model with

a non-zero Higgs coupling.

1.3.3 Majorana Mass

A second mechanism for granting mass to neutral fermions exists, called the Majorana

mechanism[29]. In this case, fermions are the solutions to the Majorana equation:

iγµ∂µψ −mψC = 0 (1.15)

where ψC is the charge-conjugated field:

ψC = Cψ̄T (1.16)

The Majorana equation is solved by a two-component Majorana spinor consisting of a single

left-chiral spinor or right-chiral spinor:

ψ = ψL/R + ψCL/R (1.17)

where ψL/R are left/right-handed Weyl spinors. For a Majorana fermion, the mass term in

the Lagrangian is:

LMajorana = −mψ̄Cψ = −m(ψ̄CLψL + ψ̄Lψ
C
L ) (1.18)

This represents a coupling between a left-handed particle and a right-handed anti-particle.

Because of this mass coupling, the electric charge of the fermion is no longer a constant of

motion; this means that only a neutral fermion can possibly have Majorana mass, making



17

the neutrino the only Standard Model particle that could possibly be a Majorana fermion.

Similarly, lepton number is no longer a constant of motion, which would enable lepton-

number violating processes. For this reason, we often say that a Majorana particle is its own

anti-particle.

The Standard Model, however, forbids a bare Majorana mass term, once again due to

the SU(2) doublet structure of the left-handed leptons. Such a term would appear as:

LMajorana = −m

(ē ν̄
)
L

eC
νC


L

+ h.c.

 (1.19)

which would violate electric charge conservation due to the electron term. If the Standard

Model is an effective field theory for a more complete model with BSM physics at higher

energy scales, a dimension five term could be introduced to the Lagrangian that generates

Majorana mass:

L5 = − g
Λ

(LTLτ2Φ)C†(ΦT τ2LL) + h.c. = −gv
2

2Λ
ν̄CLνL + h.c. (1.20)

where LL is a lepton doublet and Φ is the Higgs doublet, and Λ is the energy scale of the

BSM physics involved. Several possible BSM diagrams that generate this dimension five

term are shown in Figure 1.9.

If neutrinos are Majorana, the PMNS matrix is allowed to have additional CP phases as

follows:

UPMNS
MJ = UPMNS

D ·


eiα1/2 0 0

0 eiα2/2 0

0 0 1

 (1.21)

where UPMNS
D is the PMNS matrix as described in equation 1.7, UPMNS

MJ is the PMNS matrix

modified for Majorana neutrinos, and α1 and α2 are the Majorana CP phases.

1.3.4 Why are Majorana Neutrinos Compelling?

If neutrinos are Majorana particles, it would potentially help to answer additional questions

about the universe. One such question is why neutrinos are so much lighter than all the other
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Figure 1.8: Comparison of the masses of fermions in the standard model. Current limits

place six orders of magnitude between the heaviest neutrino and the electron. Taken from

H. Murayama, Physics World (2002).

Standard Model fermions. Current upper limits on neutrino mass are
√∑3

i=0 |Uei|2m2
i <

2 eV from direct mass measurements and
∑3

i=0mi < (0.3 − 1.3) eV from cosmological

measurements, depending on model assumptions[9]. As shown in Figure 1.8, these limits

place nearly six orders of magnitude difference in mass between the heaviest neutrino and

the lightest charged fermion, which is larger than the log-scale difference between the lightest

and heaviest charged fermion! While this doesn’t strictly require explanation, it is an unusual

feature of the Standard Model if neutrinos gain their mass via the same mechanism as the

other fermions. Because the dimension five operator generates neutrino mass of gv2

Λ
, and

where gv2 is the square of a mass term generated by coupling a fermion to the Higgs field,

and Λ is expected to be at an energy scale beyond the electroweak unifcation scale, the mass

generated would likely be very small. Since this dimension five operator produces very light

neutrino masses from the addition of heavy particles, the mechanisms for producing mass

are often referred to as see-saw mechanisms.

Another mystery is why the universe consists of a significant amount of Baryonic matter

(i.e. “normal” matter). Under the Standard Model and the big bang theories, one would

expect in the early universe to create large amounts of matter and anti-matter, which would
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annihilate leaving almost no matter in the universe. Sakharov proposed three conditions

necessary to generate the matter that we see[30]:

• Baryon number violation

• C and CP violation

• B-, C-, and CP-violating process must happen out of thermal equilibrium

Since the Sphaleron process described in Section 1.1.5 is capable of converting lepton number

into baryon number, Lepton number conservation would similarly suffice to generate a baryon

number asymmetry. A process that generates Majorana neutrino mass would also violate

lepton number conservation and generate additional CP violation, potentially solving this

mystery.

1.3.5 Mechanisms for Generating Majorana Mass

This section will briefly discuss an incomplete list of BSM theories that could generate the

dimension five operator that creates Majorana neutrino mass. For more detailed descriptions

of these theories, see [32, 33].

• Minimal Extention of the Standard Model (νMSM): The simplest extention of

the Standard Model that would produce Majorana neutrino mass is to simply add a

right-handed neutrino singlet, N . This neutrino would be sterile, meaning it would not

interact with any of the force carrying Bosons of the Standard Model. A right-handed

neutrino would enable the addition of a Dirac mass term mD, and since it would be

an SU(2) singlet, also a Majorana mass term MR. In this case, the mass term of the

Lagrangian would appear as:

LνSM =
(
ν̄CL N̄C

R

) 0 mD

mD MR

 νL

NR

 (1.22)
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Figure 1.9: Examples of BSM mass generating mechanisms. Mechanisms a-e all reduce to

the dimension five operator in equation 1.20 in a low energy effective theory. See referece [31].

The mass matrix can be diagonalized, resulting in a left-chiral eigenstate with mass
m2
D

MR

and a heavy, right-chiral eigenstate with mass ≈MR. This process of generating a light,

left-handed Majorana mass from a heavy right-handed neutrino is called the Type I

see-saw mechanism (letter a in Figure 1.9). If the Dirac masses are at a similar energy

scale to the other Standard Model fermions, and the right-handed mass is between the

electro-weak and GUT energy scales, it is possible to generate neutrinos with masses

similar to what we see.

• Left-Right Symmetric Model (LRSM): This model adds an additional SU(2)

gauge symmetry that results in a second weak force that acts only on right-chiral
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particles. The right-handed symmetry breaking scale is at higher energies than the

left-handed one, with the result that the right-chiral weak force interacts even less

strongly than the left-chiral weak force. Under this model, the right-handed Fermions

gain a doublet structure, requiring the addition of a right-handed neutrino. Additional

Higgs fields are also required, resulting in a pair of Higgs triplets. This term would

interact with both the right- and left-handed lepton doublets, generating Dirac and

Majorana mass terms. Because the right-handed electroweak symmetry breaking scale

is much higher than the left-handed one, this model would produce a light left-handed

Majorana neutrino and a heavy right-handed Majorana neutrino. This is an example

of a type II mixed with a type I see-saw mechanism (b and a in Figure 1.9).

• SU(5) or SO(10) Grand Unified Theory (GUT) SU(5) and SO(10) are the two

smallest simple Lie groups that contain SU(3)×SU(2)×U(1) as a subgroup, making

them popular groups for Grand Unified Theories. These GUTs violate lepton and

baryon number, introducing particles called Leptoquarks. They also predict proton

decay with a half-life that could be feasibly detected[34]. SU(5) GUTs are disfavored

by such measurements, while SO(10) GUTs will be investigated in future experiments.

GUTs often add an additional fermion triplet that would induce a Majorana mass in

the neutrino via a type III and type I see-saw mechanism (c and a in Figure 1.9).

• R-Parity Violating Super-Symmetry (RPV SUSY): SUSY models add bosonic

super-symmetric partners for each Standard Model fermion and vice-versa. R-parity

is a discrete symmetry within SUSY; an R-parity transformation switches between

a particle and its super-symmetric partner. Versions of SUSY that violate R-Parity

symmetry enable Baryon and Lepton number violation, and in particular can add a

Majorana neutrino mass.

The νMSM, as the minimal extension (only one particle added) needed to generate neutrino

mass, is the typical model used when discussing Majorana neutrinos. The other models
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Credit: APS/Alan Stonebraker

Figure 1.10: A drawing of three possible modes of double-beta decay. Left: 2νββ; Center:

0νββ via light neutrino exchange; Right: 0νββ via a short range mechanism

mentioned, while more complex, may also solve other problems in physics for which the

Standard Model is insufficient. Due to their complexity, these other models will likely be

observable through channels other than neutrino mass, such as scattering events at high

energy colliders.

1.4 Double-Beta Decay

The only feasible way to determine whether or not the neutrino is a Majorana particle is

to search for neutrinoless double-beta decay. Two-neutrino double-beta (2νββ) decay is an

allowed second-order process in the standard model. Neutrinoless double-beta (0νββ) decay

is a hypothetical process that depends on the Majorana nature of the neutrino. This section

will describe both two-neutrino- and neutrinoless- double-beta decay, and discuss the theory

for calculating the half-lives of each.
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Figure 1.11: Energy levels of isotopes along the Z = 76 isobar. The splitting of the even-even

(red) and odd-odd (blue) nuclei is due to pairing interactions. In this case, 76Ge ββ-decay

into 76Se is observable because the single β-decay into 76As is energetically forbidden. Taken

from J. Menendez’s dissertation.

1.4.1 Two-neutrino Double-Beta Decay

During 2νββ decay, two neutrons inside a single nucleus become two protons, two electrons

and two electron anti-neutrinos, equivalent to two simultaneous single β-decays. ββ-decay is

only observable in cases where single β-decay is energetically forbidden (with the exception of

48Ca, whose single beta-decay has a half-life > 1019 y). As shown in Figure 1.11, this situation

occurs in nuclei with even numbers of nucleons: due to pairing interactions among protons

and neutrons, odd-odd nuclei have higher masses than even-even nuclei, which can lead to

single β-decay being forbidden while ββ-decay is allowed. Because of the two neutrinos,

which will carry kinetic energy out of any detectors, 2νββ has a broad energy spectrum as
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Figure 1.12: Spectrum of electron energies in double-beta decay. The broad spectrum is

due to 2νββ, while the peak at the Q-value is due to 0νββ and, in the spectrum shown, has

an amplitude of 1% that of the 2νββ spectrum. Taken from [35].

shown in Figure 1.12, similar to single β-decay. ββ-decay was predicted in 1935 by Goeppert-

Mayer[36], and was first measured using geochemical techniques in 130Te in 1950[37], and

directly in 82Se in 1987[38]. 2νββ is possible in 35 naturally occuring isotopes, and has been

detected in 11, with half-lives ranging from 1018 y to 1024 y[39].

1.4.2 Calculating Half-life for 2νββ

The half-life for 2νββ can be expressed, per Fermi’s Golden Rule, as:

1

T 2ν
1/2

= G2ν(Q,Z)(geffA )4|M2ν |2 (1.23)

This equation is discussed in greater detail in [39, 40]. The three components of this equation

are:

• G2ν(Q,Z) is the phase space factor, an integral over the final state density for 2νββ,

which depends primarily on the Q-value of the decay. The phase space factor is dis-
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cussed and precisely calculated in [41, 42, 43], using exact Dirac wavefunctions for the

electrons and neutrinos, and accounting for the finite size of the nucleus and Coulomb

screening by electrons. The differential phase space factor is also used to compute the

electron energy spectrum and electron angular correlations.

• |M2ν | is the nuclear matrix element (NME), which quantify information about the

nuclear states involved in the decay. The NME can be expressed as:

M2ν = M2ν
GT −

g2
V

g2
A

M2ν
F (1.24)

where M2ν
F is the Fermi component which is produced by the Vector component of the

β decay, M2ν
GT is the Gamow-Teller component which is produced by the Axial Vector

component, and
g2V
g2A

is the ratio of the Vector and Axial Vector strengths. The Fermi

component does not change the spin of nucleons, and due to isospin invariance, the

decay must fall into the isobaric analog state of the daughter nucleus; as a result, it is

highly suppressed compared to the Gamow-Teller component, so we will focus on that.

The Gamow-Teller component of the NME can be expressed as:

M2ν
GT =

∑
n

〈f |σa
∑

a τ
+
a |n〉 〈n|

∑
b σbτ

+
b |i〉

En − (Mi +Mf )/2
(1.25)

where n are the intermediate nuclear states, and a and b are the individual nucleons that

can decay. The Gamow-Teller decay requires spin flips in nucleons, and will therefore

primarily involve decays through the intermediate 1+ states. NMEs depend entirely on

the nuclear structure, meaning that analogous transitions caused by different physical

processes will have the same NME; in addition, the terms involving the intermediate

nuclear states are related to the NME for these single transitions. As a result, the

NMEs can be independantly studied through charge-exchange interactions, in which a

proton from a proton beam replaces a neutron in the parent, producing an intermediate

state, or vice-versa.

• geffA is the axial vector coupling strength. For calculations of β-decay rates, the half-

lives are systematically underestimated by a factor of ∼0.74 when using the value of
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Figure 1.13: Measurements of single- and double-beta decay Gamow-Teller matrix elements

consistently observe smaller values than predicted by theory. This is solved by using an

effective gA that is smaller than the value measured for a free neutron. Taken from [40].

gA measured for the decay of a free neutron. This suppression of the rate is referred

to as the quenching problem, and was only solved for singe-beta decay in 2019[44].

Applying a similar quenching factor is similarly necessary to calculate 2νββ half-lives.

Figure 1.13 shows the necessity of this factor in comparisons between experimental and

theoretical measurements of Gamow-Teller transitions.

1.4.3 Neutrinoless Double-Beta Decay

0νββ is a hypothetical process in which two neutrons become two protons and two electrons,

with no accompanying neutrinos. Because of the lack of neutrinos, all kinetic energy will

be carried by electromagnetically interacting particles; if all of the energy is captured in a

detector, it will result in a single sharp energy peak at the end-point of the 2νββ spectrum

(see Figure 1.12). This decay violates lepton number by ∆L = 2, requiring BSM physics. If

the neutrino is a Majorana particle, it will induce 0νββ via the neutrino exchange diagram
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Figure 1.14: A Feynman diagram for 0νββ involving the exchange of a light neutrino.

shown in Figure 1.14. 0νββ was first suggested as a test of the Majorana nature of neutrinos

by Furry in 1939[45]. Searches have been performed in ten different isotopes, with no positive

results yet. The most sensitive experiments have half-life limits in the range of 1025−1026 yrs,

in 136Xe[46], 76Ge[47] and 130Te[48].

If 0νββ is observed, it will unambiguously mean that the neutrino is a Majorana par-

ticle. This is true thanks to the Schechter-Valle theorem (AKA the Black Box theorem),

which demonstrates that the 0νββ diagram itself induces a Majorana mass term as in Fig-

ure 1.15[49]. It should be noted that this diagram is a four loop diagram, meaning that

the mass induced would be extremely small. As a result, the discovery of 0νββ does not

necessarily explain fully the origin of neutrino mass.

1.4.4 Calculating Half-life for 0νββ with Light Neutrino Exchange

Assuming that light neutrino exchange (LNE), as shown in Figure 1.14, is the dominant

mechanism causing 0νββ, the half-life for 0νββ can be expressed as:

1

T 0ν
1/2

= G0ν(Q,Z)(geff,0νA )4|M0ν |2|mββ|2 (1.26)

This equation is derived and discussed in detail in [35, 40]. The components of this equation,

which will mostly be familiar from equation 1.23, are as follows:
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Figure 1.15: The “black box” diagram inducing Majorana neutrino mass from 0νββ

• G0ν(Q,Z) is the phase space factor. While the neutrinoless phase space factor differs

numerically from the two-neutrino factor, it can be accurately calculated using the

same techniques.

• |M0ν | is the NME. This NME accounts for LNE with a long range, fermion propagator.

This NME differs significantly from the 2νββ NME:

M0ν = M0ν
GT −

g2
V

g2
A

M0ν
F +M0ν

T (1.27)

where M0ν
T is a the Tensor term of the NME. Recent work by Cirigliano, et. al. suggests

that an additional contact term to the NME is also required and may have a value

near to leading order[50]. The neutrino exchange operator increases the contribution

of terms forbidden in the 2νββ NMEs, including the Fermi and Tensor terms and

intermediate nuclear states beyond the 1+ states. As a result, the 0νββ matrix element

is very challenging to calculate; as Figure 1.19 shows, different choices of model result

in a factor of ∼3 difference in LNE NMEs. Section 1.4.6 will describe the differences

between these models.

• mββ is the effective neutrino mass, expressed as:

mββ =
∑
i

miU
2
ei = m1|Ue1|2 +m2|Ue2|2ei(α2−α1) +m2|Ue2|2e−i(α1+2δ)

(1.28)
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Figure 1.16: The allowed values of mββ based on equation 1.28 and current experimental

constraints from oscillation experiments. mlightest is the mass of the lightest neutrino and

can be determined by direct mass measurements or cosmological measurements. The allowed

regions can be divided based on the mass ordering into the normal hierarchy (NH) band,

the inverted hierarchy (IH) band. The light shaded regions at the boundaries of each band

represent the propagation 3-σ uncertainties of oscillation parameters[51].



30

where mi are the neutrino masses, Uei are the PMNS matrix elements, α1/2 and δ are

the CP phases. Strictly speaking, this term is included in the NME; however, since the

neutrino mass is much smaller than the nuclear scale (∼100 MeV), it can be separated

from the NME. This term will be common between all 0νββ isotopes, and it contains

interesting information about both the neutrino mass and leptonic CP violation. As a

result, mββ is the target parameter for searches for 0νββ, and is how the sensitivity and

limits of experiments are compared. Figure 1.16 shows the allowed values of mββ based

on the mass of the lightest neutrino using constraints from oscillation experiments. In

order to compute a value or limit for mββ based on a half-life measurement, it is

critical to have accurate knowledge of the NME; for this reason, reducing uncertainties

and understanding the differences between different NME models is a top priority.

The current best limit of mββ < 61 − 165 meV has been set by the KamLAND-Zen

experiment[46]; the factor of three range reflects the uncertainty in the NME.

• geffA is the quenched gA coupling. While the quenching factor for 2νββ has been verified

to be similar, its effect on 0νββ is currently unknown. There are good reasons to believe

it could be either larger or smaller than the traditional quenching factor, and this adds

another factor of ∼3 uncertainty to the NMEs for all isotopes beyond what is shown

in Figure 1.19[40]. The solution to single-beta gA quenching suggests an optimistic

scenario for 0νββ and should reduce this uncertainty in the future.

1.4.5 Calculating Half-life for 0νββ with Other Physics Mechanisms

The previous section assumed that LNE is the dominant mode for 0νββ; however, with

many models for generating Majorana neutrino mass, exchanges of other, heavier particles

may be the primary decay mode. In such cases, 0νββ is not primarily generated by the

aforementioned dimension-5 effective Standard Model Lagrangian term, but instead through

dimension 6, 7 and 9 terms[52]. Figure 1.17 shows a sampling of different BSM particle
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Figure 1.17: A sampling of Feynman diagrams for 0νββ, assuming exchange of heavy BSM

particles. Taken from [32].

exchanges that could potentially cause 0νββ. A generic equation for the half-life is:

1

T 0ν
1/2

=
∑
i

Gi
0ν(Q,Z)(geff,0νA )4|M i

0ν |2η2
i (1.29)

where i indexes over each mode of 0νββ, Gi
0ν(Q,Z) and M i

0ν are the independant phase

space factors and NMEs, and ηi includes the new physics parameters. Because the particles

exchanged tend to be heavier than the nuclear scale, the interactions will be short-range or

point-like inside the nucleus. Most heavy-particle exchange interactions will be dominated

in an effective theory by the three diagrams in Figure 1.18. The variety of mechanisms that

could lead to 0νββ means that additional measurements will be required in order to under-

stand the NMEs involved and to measure the physics parameters of interest. Furthermore,

this removes many of the constraints on the half-life that exist with LNE; even so, any of

these mechanisms will involve a LNE component as a result of the Schechter-Valle theorem.

This means that, absent fine-tuned destructive interference, these new mechanisms would



32

n

p

eπ

π e

n

p

n

π

e

e

p

pn

e

e

n

n p

p

Figure 1.18: Effective short range operators for generating 0νββ. The top two involve pion

exchange; the bottom one is the contact operator. These operators are expected to dominate

in most BSM 0νββ mechanisms involving heavy particle exchange. Taken from [40].

result in half-lives higher than those predicted for LNE.

1.4.6 Nuclear Matrix Elements

As previously mentioned, accurate NMEs are critical for interpreting the results of a 0νββ

search. There is a high degree of uncertainty in the NMEs due to several factors. First,

the mechanism for 0νββ is unknown; most NMEs are calculated assuming LNE, which will

be the focus here. Second, different models used for calculating NMEs produce results that

differ by a factor of ∼3. Finally, without understanding the mechanism behind gA quenching,

there is another factor of ∼3 uncertainty. This section will discuss many of the models used
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to produce NMEs; for more complete discussions, see [35, 40]. These techniques can be used

for 2νββ LNE 0νββ or 0νββ by some other mechanism. Figure 1.19 shows the LNE 0νββ

NMEs calculated by several different theory groups.

The most commonly used NME models are:

• Quasi Random Phase Approximation (QRPA): proton-neutron (pn)QRPA is a

mean-field based model that uses effective particle-particle and particle-hole operators

to model proton and neutron transitions near the Fermi surface. QRPA is capable of

exploring a large set of valence states, but has trouble accounting fully for nucleon-

nucleon correlations. Many variants of QRPA exist, incuding renormalized (R)QRPA

and multiple commutator model (MCM)-QRPA.

• Shell Model (SM): The nuclear shell model attempts to compute Slater determinates

using a limited configuration space including nucleon states near the Fermi surface. SM

is capable of including complex nucleon-nucleon correlations, but the computational

complexity grows rapidly with the number of states considered, meaning only a small

number of valence states can be included.

• Energy Density Functional (EDF): EDF theory attempts to minimize an energy

functional with respect to local densities such as the number density ρ, spin density

s, current density j, etc. The Hamiltonian is minimized, with constraints, over these

quantities to obain the energy density functional, which can be used to compute exact

nuclear properties. EDF theories are not close enough to the exact functionals to

accurately compute all quantities in all nuclei and require the explicit inclusion of

correlations.

• Interacting Boson Model (IBM): IBM utilizes the pairing of nucleons into Bosonic

quasi-particles. IBM is capable of treating a larger valence space than SM, but loses

some degrees of freedom.
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using a variety of models. Taken from [40].
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• Effective Field Theory (EFT): A set of low energy effective many-body opera-

tors can be derived and incorporated into many-body calculations using any of the

previously mentioned methods. Chiral (χ)EFT involves the use of up-to-four body

operators, which can be calculated using lattice-QCD. One further advantage of this

approach is that it is capable of computing errors, unlike the other approaches. This

method cannot yet be used for 0νββ NMEs, but there are active attempts to develop

this capability.

Broadly speaking, there is a tradeoff between the number of valence states that can be

included in a calculation and the complexity of correlations that can be included; these

differences appear to be responsible for the disagreement between different models. Ideally,

improvements in these different models will eventually lead to greater agreement. These

models are currently incapable of predicting the effect of gA quenching in 0νββ.

1.5 Double-Beta Decay to Excited States

Most ββ isotopes can decay into multiple excited states of the daughter nucleus. Because

these are even-even nuclei, these decays will go from a 0+ ground state of the parent nucleus

to either a 0+ or 2+ excited state of the daughter. Because of the higher mass of the excited

daughter state, the Q-value of an excited state decay is reduced compared to the ground

state decay. In addition, the daughter will promptly deexcite into the ground state, releasing

one or more gamma-rays in the process. These additional γs provide a unique detection

signature that can help in searching for ββ-decays to excited states. Figure 1.20 shows a

generic ββ decay scheme with three excited states.

Compared to decays to ground states, the rate of excited state decays is suppressed. To

first order, the phase space factor scales with the Q-value E as E11 for 2νββ and E5 for

0νββ; this can suppress the excited state decay rate by many orders of magnitude relative

to the ground state decay rates. Furthermore, for decays to 2+ excited states, the change in

angular momentum further suppresses the decay rate.
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Figure 1.20: A generic level diagram for ββ-decay, showing multiple excited nuclear daughter

states that could result from the decay. This diagram has two excited states (one 0+ and

one 2+).

So far, 2νββ to first excited 0+ states have been observed in 100Mo and 150Nd, but not

in any other isotope. The NME calculations vary significantly depending on what model is

used for their calculation. This means that measurement of ββ-decay to excited states can

act as a test for these different models. So far, observed half-lives have differed significantly

from predictions, offering an opportunity to understand sources of error in these calculations.

Because of differences between the 2νββ and 0νββ decay modes previously discussed, such

a comparison cannot act as a silver bullet for understanding 0νββ NMEs. For a detailed

discussion of current experiments and calculations, see [53]. Decay to excited states half-lives

are also sensitive to additional BSM physics.

1.5.1 2νββ NMEs in 76Ge

Table 1.2 contains a list of theoretical predictions of the half-life of each 2νββ excited state

decay mode for 76Ge. The models presented use the same techniques and acronyms defined
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in Section 1.4.6. For some references included in Table 1.2, half-lives were not provided (the

IBM[54, 55] and EFT[56]); in these cases, the half-life provided was calculated using:

T 2ν E.S.
1/2 = T 2ν G.S.

1/2 · G
G.S.
2ν |MG.S.

2ν |2
GE.S.

2ν |ME.S.
2ν |2

(1.30)

where T 2ν g.s.
1/2 = 1.926±0.094 ·1021 y is the ground state decay half-life measured by GERDA

Phase I. G2ν are the phase space factors from Mirea, et al.[42], and |M2ν | are the matrix ele-

ments reported by the given source. The EFT calculations[56] also provided error estimates,

which tend to be 40 − 80% for excited state decays and are not shown here. The half-life

predictions for each decay mode of 76Ge span many orders of magnitude; this uncertainty is

found in all ββ-isotopes[53]. This wide range using different techniques is related to a variety

of factors, including the nuclear spectroscopy of the the intermediate and final nuclear states,

and the physics underlying gA quenching. A half-life measurement may prove helpful in un-

derstanding some errors of the NME models; optimistically, it may enable improvements in

the 0νββ NME predictions as well.

1.5.2 0νββ to Excited States

If the neutrino is Majorana, then 0νββ to excited states can occur. The NMEs for 0νββ to

excited states vary significantly based on the underlying physics. It has been further shown

that the ratio of the half-lives for 0νββ to the first 0+ excited state and to the ground state

varies based on the physics mechanism, as shown in Figure 1.21[67, 68]. This means that a

measurement of both the excited- and ground-state decays could shed light on what BSM

physics is causing 0νββ.

1.5.3 Bosonic Component of Neutrinos

If we violate fundamental physical assumptions, including the Pauli exclusion principle and

CPT theorems, the neutrino wavefunction could have a bosonic component[69]. Because

of their neutrality and small mass, neutrinos are a strong probe of such physics. In 2νββ

to 2+ excited states, a bosonic component has been shown to increase the decay rate by
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Table 1.2: Table of best half-life predictions and experimental limits for each 76Ge 2νββ

decay mode.

2νββ Decay Mode T 2νββ
1/2 (yr) Experiment/Model ref. year

0+
g.s.

2νββ−−−→ 0+
1

Qββ= 916.8 keV

559.1 + 563.2 keV γ

> 3.7× 1023 GERDA [57] 2019

4.0× 1022 QRPA [58] 1994

4.5× 1022 QRPA [59] 1996

7.5× 1021 MCM-QRPA [60] 1996

(1.0− 3.1)× 1023 RQRPA [61] 1997

(1.2− 5.8)× 1023 RQRPA [57] 2014

7.1× 1024 IBM-2 [55] 2014

(2.3− 6.7)× 1024 SM [57] 2014

1.7× 1024 EFT [56] 2018

0+
g.s.

2νββ−−−→ 2+
1

Qββ= 1480.0 keV

559.1 keV γ

> 1.6× 1023 GERDA [57] 2019

1.2× 1030 SM [62] 1984

5.8× 1023 HFB [63] 1994

5.0× 1026 QRPA [58] 1994

2.4× 1024 QRPA [59] 1996

7.8× 1025 MCM-QRPA [60] 1996

1.0× 1026 RQRPA [61] 1997

(2.4− 4.3)× 1026 RQRPA [64] 1998

5.75× 1028 pnQRPA [65] 2007

2.0× 1027 RQRPA [66] 2014

1.0× 1027 EFT [56] 2018

0+
g.s.

2νββ−−−→ 2+
2

Qββ= 822.0 keV

64% : 657.0 + 559.1 keV γ

36% : 1216.1 keV γ

> 2.3× 1023 GERDA [57] 2019

1.0× 1029 QRPA [58] 1994

1.3× 1029 MCM-QRPA [60] 1996

(0.7− 2.2)× 1028 RQRPA [61] 1997
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approximately an order of magnitude[70, 71]. No search for decays to excited states has

yet probed 2+ decay half-lives high enough to test this prediction, but in many isotopes,

experimental capabilities are improving to the point where this may be feasible.

1.6 Summary

Double-beta decay provides a powerful probe of neutrino physics beyond the Standard Model.

Detection of 0νββ would indicate that neutrinos are Majorana fermions and provide violation

of lepton number. However, due to the difficulty of computing the nuclear matrix elements,

interpretting experimental results becomes difficult. Detection of ββ-decay to excited states

would provide additional data to help improve NME models, and would also potentially open

windows to additional BSM physics. This dissertation will describe the search for ββ-decay

to excited states in 76Ge using the MAJORANA DEMONSTRATOR.
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Figure 2: The suppression ratios tkkin (a), 4~ (b) and & (c) f or t ransition to the first excited O+ state 

in the final nucleus relative the transition to the O+ ground state for A=76, 82, 100 and 136 nuclei. 

For the definition of these factors see Eq. (3). The opaque, open and black bars correspond to results 

for the light Majorana neutrino mass, heavy Majorana neutrino mass and R-parity breaking SUSY 

mechanisms, respectively. 

mechanism, the decays to the excited 0: states are suppressed in comparison with decays to the O+ 

ground states. The additional suppression comes from the smaller values of the nuclear matrix elements 

in the case of the Ou/3,9-decay to the 0: excited states in comparison with those to O+ ground states. 

We remind that nuclear matrix elements to the first O+ excited final states were evaluated within a 

boaon expansion approach. The reliability of results obtained and their comparison with results of 

other approaches have been studied in Ref. [17]. As it wss already mentioned before, the factor & 

depends on the mechanism considered. It follows from Fig. 2 that & is largest in the case of the &, 

SUSY mechanism. The largest difference between & for the different mechanisms is found in A = 

100 and 136 nuclei. Fig. 2 implies that the suitable candidates to distinguish between light and heavy 

Majorana neutrino mechanism are the A = 76 and 82 nuclei. We note that the behavior of the ratios 

tfdl corresponds to factors .&. The value of tffu~ gives the suppression of the decay to the excited 0: 

state in comparison the decay to the O+ B.d. ground state for a given Ou@-decay mechanism. 

We thus reach a very important conclusion. It is possible to distinguish among the light and 

heavy Majorana neutrino mass and $r SUSY breaking mechanisms of the O&3-decay by studying the 

transitions to the first excited 0;’ states both theoretically and experimentally. The key issue in the 

theoretical analysis of these OY/3fi-decay transitions is the reliable evaluation of the associated nuclear 

matrix elements within the most advanced nuclear structure approaches. There is hope that the current 

nuclear structure uncertainties can be reduced by further development of the nuclear models. The 

experimental study of OY&%decay to first excited 0;’ state is more challenging as the observation of the 

ground state transition. Since one has to improve the sensitivity of Oz@Y-decay experiments to observe 

Figure 1.21: ξfull (bottom) is the ratio of the half-life for the ββ-decay to the first 0+ excited

state to the ground state. ξkin (top) and ξM.E. (middle) are the ratios of the phase space

integrals and squared NMEs. This shows a comparison of the rates of 0νββ to the daughter

ground states and first 0+ excited states for four different isotopes, using three different

mechanisms for producing 0νββ. The mechanisms shown are light neutrino exchange (left,

textured black), LRSM heavy neutrino exchange (middle, white) and R-parity violating

SUSY (right, solid black). Taken from [67].
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Chapter 2

OVERVIEW OF THE MAJORANA DEMONSTRATOR

The Majorana Collaboration is studying ββ-decay in 76Ge and is currently operating

an array of High Purity Germanium (HPGe) detectors called the MAJORANA DEMONSTRAT-

OR[72]. The goal of the next generation of 0νββ searches is a sensitivity to mββ of ∼15 meV,

which corresponds to a half-life sensitivity in 76Ge of ∼1028 y. To reach this goal, an exposure

on the order of several tonne-years will be required, with background levels in the region of

interest of the decay of < 0.1 cts/FWHM-t-y, as shown in Figure 2.1. With these future

needs in mind, the MAJORANA DEMONSTRATOR was built with the following primary goals:

• Demonstrate backgrounds low enough to justify building ββ-decay experiment involv-

ing ∼1 tonne of 76Ge. The goal for the MAJORANA DEMONSTRATOR is a background

rate of < 3 background counts per tonne-year of isotopic exposure in a 4 keV region of

interest around the 2039 keV Q-value of 0νββ in 76Ge.

• Demonstrate the scalability of the design and techniques of the MAJORANA DEMON-

STRATOR towards a tonne-scale experiment.

• Set competitive limits on the half-life of 0νββ and on mββ with other leading searches

such as KamLAND-Zen and GERDA[46, 73].

• Search for additional physics beyond the Standard Model. This includes searches for

bosonic dark matter, solar axions, Pauli exclusion principle violation, electron decay,

lightly ionizing particles, and trinucleon decay[74, 75, 76]. As discussed in Section 1.5,

the search for ββ E.S. has implications for some models beyond the standard model

physics.
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Figure 2.1: Detection sensitivity of a 0νββ search in 76Ge as a function of isotopic exposure

and the level of backgrounds in the region of interest. A blue band is drawn showing the

next generation sensitivity goal. Image courtesy of Jason Detwiler.

This chapter will describe the design of the MAJORANA DEMONSTRATOR and progress

towards meeting these goals, with a focus on the most relevant elements of the experiment

to the search for ββ E.S..

2.1 Experimental Design

The MAJORANA DEMONSTRATOR is using P-type Point Contact (PPC)[77, 78] HPGe detec-

tors to search for 0νββ. PPC HPGe detectors are cylindrical semiconductor detectors that

collect the positively charged electron holes at a small point-like contact with a diameter of

a few mm. This differs from the more common coaxial detector geometry, where both the

electrons and holes are collected along much larger electrodes that extend coaxially along
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the detector. The PPC geometry offers several advantages in performing a low background

search for 0νββ. First, PPC HPGe detectors have intrisically low electronic noise due to a

much lower capacitance than coaxial detectors. This results in an improved energy resolution

and lower energy thresholds. Additionally, the PPC geometry enables pulse shape analysis

(PSA) techniques to discriminate between single- and multi-site events.

(a) Natural Detector (b) Enriched Detector

Figure 2.2: A photo of a natural detector with the BEGe geometry and an enriched detector.

Note the LMFE electronics on top of the natural detector. The point contact, with copper

pin inserted, is visible at the top of the enriched detector.

Two types of PPC detectors are used for the MAJORANA DEMONSTRATOR. Many of the

detectors use germanium with the natural isotopic abundance (7.8% 76Ge), manufactured

by CANBERRA using the Broad Energy Germanium (BEGeTM) detector geometry, and

referred to as natural detectors. The remaining detectors use Germanium that has been

isotopically enriched to 88.1± 0.7% in 76Ge[79], manufactured by AMETEK/Ortec using a

detector geometry with greater volume to surface area ratio than the BEGe detectors, and

are referred to as enriched detectors. Photographs of both an enriched and natural detector

are shown in Figure 2.2. By isotopically enriching the germanium used to manufacture the
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detectors, they act as both the source and the detector of 0νββ, with the result that all kinetic

energy from a 0νββ is detected, which ensures a high detection efficiency. Furthermore, the

manufacturing processes for HPGe detectors require a high material purity, which ensures

intrisically low backgrounds inside of the detectors.

Figure 2.3: Each stage in the staged design of the MAJORANA DEMONSTRATOR, from a

detector to a module. Photos taken by Matt Kapust (SURF).

Because a single HPGe detector has a mass of ∼0.5 − 1.1 kg, in order to collect a high

exposure, we build an array of detectors. This has the further advantage that the detectors

in the array help shield one another, resulting in lower backgrounds as the size of the array

increases. The MAJORANA DEMONSTRATOR used a staged, modular construction approach

that is designed to be scalable towards a tonne-scale 0νββ search. Each detector is placed

in interchangable detector mounts, to which the first stage preamplifier and signal and high

voltage electronics cables are attached. These mounts are stacked into strings of 3-5 detectors,

which are arranged into arrays of 7 strings, and the arrays are placed into cryostats. The

detectors, electronics, cooling and vacuum hardware are operated independantly for each

cryostat, and the combination of this hardware and the detector array is refered to as a

module. Figure 2.3 shows the various stages of module assembly.

The MAJORANA DEMONSTRATOR has been constructed with two modules, shown in

Figure 2.4. Module 1 contains 20 enriched detectors, totalling 16.9 kg in mass, and 9 natural
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At least one coincident detector must be enriched

Module 1:            16.9 kg (20) enrGe

5.6 kg (9) natGe

Module 2: 12.9 kg (15) enrGe

8.8 kg (14) natGe

Figure 2.4: Layout of all strings in both modules. The center string for each module is

furthest to the left, and the other strings are on the outside. Enriched detectors are colored

green, and natural detectors are colored blue.

detectors, totalling 5.6 kg. Module 2 contains 15 enriched detectors, totalling 12.9 kg, and

14 natural detectors, totalling 8.8 kg. The total mass of 76Ge is 27.4 kg, 26.3 kg of which is

contained in the enriched detectors.

To meet the stringent background requirements of the MAJORANA DEMONSTRATOR, the

detector and cryostat components are built out of extra clean materials. The cryostat and de-

tector mount structures are built out of copper that has been electroformed underground[80].

Insulating components consist of NXT-85, a low background Teflon. The first stage pream-

plifier electronics, called Low Mass Front End (LMFE) boards, are mounted directly on top of

the detector mounts, and are specially designed to minimize the amount of material required.

The high voltage and signal cables are manufactured by Axon’ to minimize the component

mass, and both use specially designed low mass, low background electrical connectors[81, 82].

Exposure to the surface, where a high cosmic ray flux can cosmogenically activate radioactive

isotopes such as 60Co, is minimized and tracked for all components, particularly the detec-

tors and copper components[83]. Components are machined underground in a class 1000

clean room environment, and kept in nitrogen purged environments as much as possible in

order to avoid exposure to Radon. An extensive radioassay campaign was carried out to
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Figure 2.5: Prediction of contribution to backgrounds in the ROI around 2039 keV from

different sources, based on component assays and simulations.

verify the low backgrounds of the components and the manufacturing procedures[84]. The

results of this assay campaign are shown in Figure 2.5, and predict a background index of

< 2.2 cts/FWHM-t-y, with primordial isotopes in the LMFE boards and the lead shield as

the dominant background contributions.

Each cryostat is placed inside of a graded shield in order to further reduce backgrounds.

Each layer of the shield is constructed from successiveley cleaner materials in order, consisting

from outer- to inner-most layer of:

• High density polyethylene panels that reduce the energy of incoming environmental

neutrons, and borated polyethylene to capture the neutrons

• Scintillating acrylic veto panels that act as an active muon veto, to be described in

greater detail in Section 2.1.1
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• A sealed aluminum box that is continuously purged with scrubbed nitrogen gas in order

to purge the interior of radon gas

• A 45 cm thick lead shield

• A 5 cm thick shield manufactured from commercially available Oxygen-Free High ther-

mal Conductivity (OHFC) copper

• A 5 cm thick shield manufactured from underground electroformed copper that has

not been exposed to surface cosmic ray flux

Figure 2.6 contains a drawing of the shield and module hardware. In addition to this shield-

ing, the entire experiment is hosted at the Davis Campus of the Sanford Underground Re-

search Facility (SURF) in Lead, South Dakota, 4850’, with an overburden of∼4300 m.w.e[85].

2.1.1 Muon Veto

The muon veto consists of 32 scintillating acryllic panels instrumented with wavelength-

shifting fibers and photo-multiplier tubes [86]. The panels are arranged to completely cover

each face of the shielding, including the top and bottom, forming a completely enclosed

surface. As a result, any muon that passes through the MAJORANA DEMONSTRATOR shield

system must cross at least 2 veto panels on at least 2 different surfaces of the shield, depositing

on the order of several MeV in each one. Furthermore, each surface has two orthogonal layers

of panels, enabling a more precise reconstruction of the muon direction. Figure 2.7 shows

a diagram of the panel layout. The muon veto is read out by two CAEN QDC digitizers,

with a separate CAEN trigger card that acts as a 100 MHz clock and facilitates the trigger

logic for the veto system. All channels on all three cards are simultaneously recorded if any

two panels simultaneously record energies greater than a threshold set at the hardware level.

LED pulsers are used to monitor the stability of each channel.

Each muon event is analyzed to identify candidate muons. LED pulsers, which affect

all panels simultaneously, γ-rays, which will have lower energies and different hit patterns,
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(a) Crossectional Diagram

(b) Lead Shield (c) Overfloor

Figure 2.6: Top: A crossectional diagram showing the different layers of the shield. Bottom

left: The lead shield and outer copper shield, prior to installation of other shield layers.

Bottom right: The overfloor, atop which the shield is installed. The polyethylene and veto

panels are visible.
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(a) Muon veto panel configuration
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(b) Muon induced events

Figure 2.7: Left: the muon veto panel configuration. An example of a muon hit pattern is

shown using the red-highlighted panels.

Right: a simulation of the timing distribution of HPGe events induced by muons, relative to

the muon timing. The timing cutoff is shown using the red line.
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(b) LMFE Board

Figure 2.8: A circuit diagram and labelled photo of an LMFE board. The stray capacitance

due to the proximity of the traces on the board acts as a charge-integrating capacitor.

and events caused by hardware errors can be easily identified and removed. This analysis is

expected to tag > 99% of muon events that pass through the shield, with exceptions during

DS0 and DS1, prior to the completion and complete debugging of the veto system. Once

muon events have been analyzed, any HPGe detector events in a range of 0.2 ms before

and 1 s after the muon event are cut. As shown in Figure 2.7, this cut is expected to

remove > 99.9% of events induced by through-going muons, with exceptions during DS0 and

DS1 when the muon and HPGe detector clocks were desynchronized. In addition to acting

as a veto, this system can produce analyses of the muon flux measured at SURF’s Davis

Campus[87].

2.2 HPGe Detector Signal Processing

This section will describe how a signal from one of the MAJORANA DEMONSTRATOR’s de-

tectors is read out, starting with the detector electronics, through the digital waveform

processing techniques that are used.
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2.2.1 Charge Signal Collection

When an event occurs inside of a PPC HPGe detector, a cloud of free conduction band

electrons and positively charged valance band vacancies (holes) is produced. Under the

influence of a high voltage applied across the detector (1-5 kV), the electrons drift towards

the n+ contact and the holes towards the p+ contact, inducing an electric current at each

contact. By integrating the current at the p+ contact, an induced charge signal can be

measured, which is proportional to the energy of the event, with one electron-hole pair

produced for every 0.7 eV of energy deposited. The induced charge signal is measured

by the LMFE board, which is a charge sensitive preamplifier that is resistively coupled to

ground[88]. The LMFE is mounted directly on each detector mount, offset by < 1 cm, in

order to minimize electronics noise and crosstalk between electronics channels. The LMFE

is connected by electronic cables to a second stage amplifier outside of the lead shield. The

second stage amplifier produces two separate signals, with differing gains. The high gain

channel has better noise characteristics at lower energies but saturates for a 3-4 MeV signal;

the low gain channel saturates at higher energies, around 10 MeV. For the analysis presented

here, events from the high gain channel will be primarily used. This circuit results in a typical

peakshape that is an exponential impulse, with a decay time of ∼72 µs. The LMFE board

additionally has a capacitively-coupled pulser line that can produce artificial pulses of a fixed

energy that can be used to monitor the stability of the electronics. A circuit diagram and

photo of the LMFE board is shown in Figure 2.8. A waveform shaped by these electronics

can be seen in Figure 2.9.

For each detector, the signal from both channels is digitized using GRETINA digitizer

cards, developed by the GRETINA experiment[89]. The MAJORANA DEMONSTRATOR sig-

nals are digitized at a freqency of 100 MHz, with 14 bits of precision. A built-in field-

programmable gate array applies a pole-zero correction and trapezoidal filter independantly

to each channel (these will be discussed in the next section). Each channel is independantly

triggered using an energy threshold on the trap-filtered waveform, and records 2020 samples
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(a) Raw Waveform (b) Pole-zero Correction (c) Trapezoidal Filter

Figure 2.9: Left: A raw waveform as shaped by the signal electronics, with a time constant

of ∼72 µs

Center: the same waveform after pole-zero correction, with a (nearly) flat top Right: the

same waveform after application of a trapezoidal filter

per waveform. The digitizers are further capable of presumming samples by factors of 2, 4, 8

or 16, enabling variable length traces. Furthermore, the digitizers can multi-sample, using a

different presumming factor for different portions of the waveform. Multi-sampling enables a

high sampling frequency for the rising edge of the waveform, which aids the PSA techniques

that depend on the waveform risetime, and a low sampling frequency for the falling tail and

baseline of the waveforms, which improves baseline measurement, energy estimation, and

PSA techniques that utilize the exponential tail of the waveform. For MAJORANA DEMON-

STRATOR data, for different datasets, multi-sampling is either disabled, resulting in ∼20 µs

waveforms with a single sampling frequency of 100 MHz, or enabled with the falling tail

sampled at 25 MHz, resulting in ∼40 µs waveforms. Each digitized pulse is recorded and

reanalyzed offline, using the software described in Section 2.3.

2.2.2 Energy Estimation

The energy of a waveform is estimated using a trapezoidal filter implemented in software.

Trapezoidal filters are nearly optimal filters for energy estimation, enabling low noise mea-
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Figure 2.10: The shift in the value of each ADC bin that is applied in order to achieve a

linear digitizer response with respect to voltage. This is measured by integrating over the

width of each ADC bin, and is referred to as Integral nonlinearity.

surements while avoiding ballistic deficit[90, 91]. The trapezoidal filter has a flat top length

of 2 µs and a ramp-time of 4 µs. The pole-zero constant is optimized independantly for

each detector in order to produce a flat-top for the trapezoids, and the maximum value of

the trapezoid is selected as the energy estimator. An example of a pole-zero correction and

trapezoidal filter application is shown in Figure 2.9. The energy measured in this fashion is

named trapENM.

2.2.3 Additional Energy Corrections

A second energy estimator has been implemented that corrects for several systematic errors

in the trapENM estimator[92]. First, nonlinearities in the digitizer response are corrected

for. The GRETINA digitizers have a nonlinearity, which manifests as a periodic sawtooth-

shaped error, as shown in Figure 2.10. The size of this nonlinearity is measured by applying

external, ramping signals from waveform generators in order to measure the voltage width

of each ADC bin. The resulting size of this nonlinearity before correction can shift measured
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energies by as much as 0.8 keV in the high gain readout. Before applying a trapezoidal filter,

each waveform sample is corrected by the measured integral nonlinearity value, reducing the

size of the ADC nonlinearity to < 0.1 keV.

A second correction is applied to correct for charge trapping. Charge trapping is a

phenomenon in which local impurities in a HPGe detector capture electrons or holes as they

drift to the n+ and p+ contacts, respectively. This results in a loss of charge collection that

is dependant on the origin location of the charge cloud within the detector. This charge loss

distorts the detector response, producing a low-energy tail in the peak shape, and degrades

the energy resolution. The resolution degradation increases linearly as a function of hit

energy, and at energies near the Q-value, this is a dominant contribution to the peak width.

Charge trapping can be modelled as an exponential loss of charge with respect to the drift

time of the charge inside of the HPGe crystal. To correct for this, we modify the pole-zero

time constant so that the flat-top of the trapezoidal filter decays with the same time-constant

as the charge trapping. As a result of this change, the measured waveform response after

full charge collection will be identical, with respect to the origin time of the charge cloud, as

shown in Figure 2.11. The resulting pole-zero time τ is described by:

1

τ
=

1

τPZ
+

1

τCT
(2.1)

where τPZ is the flat-top pole-zero time constant, and τCT is the charge trapping time con-

stant. The value of τ is chosen to optimize the FWHM measured for a 2614 keV peak from

a 228Th calibration spectrum, using the energy estimator described here. This optimization

is shown in Figure 2.11.

However, because the trapezoid no longer has a flat top, the maximum value is no longer

useful as an energy estimator; instead, the amplitude of the trapezoid at a fixed time relative

to the origin time of the trapezoid is used. This technique is referred to as a “fixed-time

pickoff.” A short trapezoidal filter with a rise-time of 1 µs and a flat-top of 1.5 µs is

used, with the final crossing of a fixed threshold value used to estimate the origin time.

After applying both of these corrections, the resulting energy estimator is called trapENF.
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Figure 2.11: On the left, three simulated waveforms are shown with the same energy, with

different loss of charge due to charge trapping. The red waveforms represent the waveforms

prior to a pole-zero correction. The blue waveform uses the flat-top pole-zero constant;

the tops are misalligned due to a loss of charge from charge trapping. The green waveforms

apply the optimally charge-trapping corrected pole-zero constant; the tops are no longer flat,

but they align perfectly. By applying a fixed-time pickoff of the ADC-value as an energy

estimator, this results in improved energy resolution. On the right, we see the FWHM of a

2614 keV γ peak as a function of the pole-zero constant. By optimizing the FWHM, we can

identify the optimal time constant to use for the charge trapping correction.
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(b) Improvement in Energy Resolution

Figure 2.12: The energy resolution is improved after applying the charge trapping and

digitizer nonlinearity corrections. This results in a ∼31% improvement in energy resolution

on average.

The trapENF estimator improves the energy resolution of the MAJORANA DEMONSTRAT-

OR detectors at 2614 keV by ∼31%, as shown in Figure 2.12. Using the trapENF energy

estimator, the MAJORANA DEMONSTRATOR has achieved the best energy resolution of any

current generation 0νββ experiment. There is, however, still room for improvement by

correcting for global nonlinearities that arise from an energy dependant, systematic drift in

the start time estimator and a small quadratic nonlinearity in the detector response.

2.2.4 Energy Calibration

Energy calibration of detectors is performed using a 228Th source[93]. 228Th has a large

number of prominent γ-rays in its decay chain between 238 keV and 2614 keV which can

be used to calibrate and characterize the detectors. For each module, a 4.7 m long line

source, consisting of 228Th doped epoxy, is used to perform calibrations, with an activity of

∼10 kBq along the last 2 m of the source. The line source is inserted into guide tubes that
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(a) Calibration track drawing (b) Calibration track photo

Figure 2.13: A drawing and photo of the teflon calibration track wrapping around a cryostat.

wrap around the cryostat and reach outside of the shield structure. The source is pushed

by a motor located outside of the shielding, and a set of magnets and magnetic sensors

are used to ensure that the source is placed in the correct position. For each module, a

separate 90 minute calibration run is performed once per week, with one source inserted at

a time. In addition to the 228Th line source, a 60Co line source with activity 6.3 kBq over

the last 2 m of length and a 56Co line source with activity 6 kBq over the last 2 m of length

were manufactured for use inside of the calibration track. Figure 2.13 shows a drawing and

photograph of the calibration track.

The γ peaks from the 228Th spectrum are simultaneously fit to an analytic peakshape

function, as described in Appendix A. The results of this fit are used to extract the gain,

energy offset, and energy resolution of each HPGe detector, and of the combined detector

array. This fit is performed on 8 calibration peaks for each 90 minute calibration run, and a

gain matching of the 238- and 2614-keV peaks is used to calibrate the detectors. At the end

of a major dataset, a more detailed fit of ∼30 peaks is performed, which is used to measure

the detailed energy characteristics. Figure 2.14 shows a 228Th calibration spectrum, with the

energy resolution extracted from a simultaneous peak fit.
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Figure 2.14: A combined detector spectrum from a 228Th calibration run, with the FWHM

extracted from a simultaneous fit of many peaks.
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2.2.5 Multi-site Events

(a) PPC Field Map
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(b) PPC Weighting Potential

Figure 2.15: Left: a color map of the electric field strength in a PPC detector, with electron-

hole drift paths (black) and surfaces of constant hole-drift time (grey).

Right: a color map of the weighting potential in a PPC detector, which is highly localized

near the point contact.

PPC HPGe detectors enable several PSA techniques that can differentiate between dif-

ferent types of events, which can aid in reducing backgrounds. The PPC detector geometry

results in low drift velocity in the bulk of the detector and a weighting potential that is highly

locallized near the point contact, meaning that most of the charge signal is induced in a short

period of time, as shown in Figure 2.15. The result is a sharp current signal whose timing

depends heavily on the position of charge deposition inside of the detector. This enabled the

discrimination of single-site events from multi-site events. All charge in a single-site event

is localized within ∼1 − 2 mm inside of the crystal. ββ-decay is an inherently single-site

event because both electrons from the decay are fully absorbed within ∼1 mm of the decay

site. In multi-site events, multiple localized clusters of charge are simultaneously created in

the crystal, separated by more than a few mm. γ-rays that Compton scatter inside of the
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µ

(a) Single- and Multi-site waveforms (b) Calibration track photo

Figure 2.16: Left: A single-site event (top) and multi-site event (bottom). Note the multiple

current pulses in the multi-site event, which results in a lower ratio of current amplitude to

energy.

Right: Comparison of current amplitude to energy. The red line represents the expected value

for single-site waveforms. Waveforms that fall below the red line will mostly be multi-site

waveforms. The AvsE parameter is calculated based on a comparison between the measured

current amplitude, and the expected current amplitude for a singli-site event at that energy.

crystal and then deposit their remaining energy elsewhere in the crystal are an example of a

multi-site event that could potentially be a background in searching for 0νββ. The charge

drift times inside of PPC detectors is long enough that the drift time of each localized charge

cloud in the detector will differ by potentially hundreds of ns, which is long enough to be

visible to the GRETINA digitizers. Figure 2.16 shows the difference between a single- and

multi-site waveform.

In order to distinguish between single- and multi-site waveforms, we compare the maxi-

mum current amplitude in the waveform to the total energy of the waveform[94]. Due to the

PPC detector geometry, for a single localized charge cloud the maximum current amplitude

is approximately proportional to the energy deposited in the local area. This means that
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Figure 2.17: A measurement of the cut efficiency of the AvsE cut for single escape (SEP)

events, which are inherently multi-site, double-escape (DEP) events, which are inherently

single-site, and Compton continuum events.

single-site events will typically have a fixed ratio between these values. In a multi-site event,

on the other hand, the maximum charge amplitude will be proportional to the energy of the

largest local site rather than the full energy of the waveform, so this ratio will be less than

that for single-site events. In Figure 2.16, the relationship between the maximum current

amplitude and the energy is shown. The analysis parameter AvsE performs a comparison

between these values and has been shown to cut ∼95% of multi-site events while keeping

∼90% of single-site events. A measurement of these efficiencies is shown in figure2.17 Near

the 0νββ region of interest, this cut removes ∼60% of Compton continuum backgrounds,

which are expected to be the primary background in the ROI.
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Figure 2.18: Left: A bulk event (black) compared with a DCR event (red) after pole-zero

correction. The slope of the DCR event is used to tag it as a surface event.

Right: The distribution of the DCR parameter, which measures the slope of the falling

tail of waveforms. The high energy background events (red) are mostly αs incident on the

passivated surface. The calibration (black) and lower energy background events (blue) are

mostly γs or 2νββs in the bulk of the detector. Surface α events can be cut based on their

larger DCR values.
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2.2.6 Surface Events

Additional backgrounds in the MAJORANA DEMONSTRATOR can potentially come from β-

and α particles incident on the surface of the HPGe detectors. Because these are charged

particles, they will be absorbed within ∼1 mm (βs) or 10s of µm (αs) of the detector

surface. The n+ detector surfaces have a ∼1.1 mm thick lithiated layer that is inactive

(i.e. virtually no charge is collected from events in this layer), meaning that these surfaces

are insensitive to incident charged particles. The p+ contact is made by implantation of

boron ions, creating another inactive layer with a depth of about 0.5 µm. A passivation

layer between these contacts, however, has a thickness of ∼0.1µm, and holes created near

this surface are strongly trapped. These holes are rereleased on a time scale much longer

than the trapezoidal filter time, with the result that a highly degraded energy is measured

As a result, α particles with energies of 3-9 MeV can be read with energies at or near the

2.039 MeV Q-value of ββ-decay. Some of these rereleased holes, however, are collectected

within the 20 − 40 µs window recorded by the GRETINA cards, a phenomenon referred

to as Delayed Charge Recovery (DCR). DCR can be measured by checking for a reduction

in the slope of the falling tail of a waveform (or, equivalently, we would see a slow rise in

the pole-zero corrected waveform instead of a flat top). Figure 2.18 shows a comparison

between a DCR waveform and a bulk waveform, and the values of the DCR parameter for

surface α events and bulk γ events. This cut rejects most α particles while keeping ∼99%

of 0νββevents.

2.3 MAJORANA DEMONSTRATOR Software

The Majorana collaboration uses a suite of software, developed either independantly or in

conjunction with other physics collaborations. This section will give a brief overview of the

software packages in use, their purpose, and their hierarchy. The primary language for this

software is C++, unless noted otherwise. Aspects of this software depend on the ROOT ob-

ject oriented data storage and analysis framework[95], fftw3, a fast fourier transform package
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Figure 2.19: A diagram of the dependancies between the software libraries used for the

MAJORANA DEMONSTRATOR.

[96], the CLHEP high energy physics library[97], and Geant4, a simulation toolkit[98]. Fig-

ure 2.19 shows the dependancies and hierarchy of the MAJORANA DEMONSTRATOR software.

2.3.1 DAQ

The DAQ hardware is managed and read out by the Object-oriented Real-time Control

and Acquisition (ORCA) software, an object oriented DAQ framework written in Objective-
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C[99]. ORCA supports a wide variety of digitizers, including the GRETINA cards and

CAEN QDC and scaler cards used by the MAJORANA DEMONSTRATOR. A single computer

runs an instance of ORCA that collects data from all of these cards (with the exception of

Summer 2016, when two computers ran separate instances of ORCA, one for each module).

ORCA writes data packets written by the various cards to binary files, which are uploaded

to various MAJORANA DEMONSTRATOR computing systems. Data is divided into runs,

which typically last an hour in length for background runs and ∼5 minutes for calibration

runs. The various cards are read asynchronously by ORCA. Between data runs, cards are

not reinitialized and continue to record data; as a result, 100% livetime is achieved during

normal operations. ORCA also supports readout of a variety of other devices that are used

for environmental monitoring of the Davis Campus, and is capable of pushing these readings

to an online database for access outside of the laboratory.

2.3.2 MGDO

The Majorana-Gerda Data Objects (MGDO) package is a software library that is maintained

by both the MAJORANA and GERDA collaborations[100]. MGDO contains C++ objects for

storing waveforms, data from various digitizer cards, and run information that are compatible

with ROOT’s TTree, a data storage structure. MGDO also contains objects to perform

various waveform transformations that are used in digitital signal processing.

2.3.3 The Event Builder

The MJOR library contains the MAJORANA Event Builder, which converts the binary ORCA

files into MGDO data storage objects and writes those objects to a ROOT TTree. Because

the ORCA readout is asynchronous, the event builder is also responsible for sorting events

in time order and combining simultaneous waveforms into events. Waveforms within a 4 µs

window are combined; this is a rolling window, meaning that if a waveform is within 4 µs of

any other waveform in the event, it will be added. Events containing multiple detectors can

be rejected for the 0νββ analysis since 0νββ is an inherently single-site event. The event
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builder also performs some basic data quality checks, known colloquially as “Garbage checks,”

and removes any unphysical events or events with some unreadable or incorrect data. The

event builder records events from both the HPGe detectors, read by the GRETINA cards,

and from the muon veto system, read by the CAEN QDC and Scaler cards. The ROOT files

produced by the event builder are known as built files. Appendix C contains an in depth

description of the event builder.

2.3.4 GAT

The Germanium Analysis Toolkit (GAT) is a software framework for performing various

analyses on the MAJORANA DEMONSTRATOR. GAT performs the various digital waveform

transformations necessary to compute the signal processing parameters described in Sec-

tion 2.2. GAT records these parameters in a separate file, called a gatified file, which is used

for data analysis. In addition, GAT produces skim files, which contain only events that pass

additional data quality checks and only a single channel (between high and low gain) from

each detector for each event. One example of events that are removed by data quality checks

are events that occur during liquid nitrogen dewar fills, which last ∼15 minutes and cause

periods of high electronic noise. Another example is events that are cut by the muon veto

system, as described in Section 2.1.1. Finally, skim files are produced to include only runs

and detectors that are determined to be high quality. GAT also contains software suites to

perform other analyses for the MAJORANA DEMONSTRATOR, including the 0νββ analysis,

the excited state decay analysis described in this document, and energy calibrations.

2.3.5 MaGe

The Majorana Gerda (MaGe) simulation package is used to perform simulations of the

MAJORANA DEMONSTRATOR[101]. It is described in detail in Chapter 3.
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2.4 Recent Results

Based on the analysis described in this chapter, the MAJORANA DEMONSTRATOR has pro-

duced a limit on the half-life of 0νββ in 76Ge. So far, two results have been published: one

with ∼10 kg-y of data[102], and one with ∼26 kg-y of data[103], which will be discussed

in this section. Further data releases will be performed roughly once per year until the

decommissioning of the MAJORANA DEMONSTRATOR, expected in 2020.

2.4.1 Data Taking and Blinding

Module 1 began recording data on June 26, 2015 and has been in continuous operation since

December 31, 2015. Module 2 began recording data on August 25, 2016. The data is divided

into 6 numbered datasets (abbreviated DS#) based on the configuration of the detectors

and the DAQ system. DS5 is further subdivided into DS5a, DS5b and DS5c. The main

differences between the datasets are as follows:

• DS0: Data taken with module 1 only, prior to the installation of the inner copper

shield. This dataset has elevated backgrounds.

• DS1: Data taken with module 1 after installation of the inner copper shield, and repairs

to electronic components that resulted in a greater number of active detectors.

• DS2: Data taken with module 1 using the digitizer multi-sampling described in Sec-

tion 2.2.1.

• DS3: Data taken with module 1 after installation of module 2. Multi-sampling was

disabled for DS3.

• DS4: Data taken with module 2, simultaneously to DS3. Separate instances of ORCA

were run for DS3 and DS4.
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• DS5a: Data taken with modules 1 and 2 using a single instance of ORCA. Data taken

during this period had elevated noise due to poor detector grounding. As a result, the

energy resolution and cut performance is worse for this DS than others.

• DS5b: Data taken with both modules after improving detector grounding. This dataset

ended when the MAJORANA DEMONSTRATOR had finished taking ∼10 kg-y of un-

blinded data for the initial data release.

• DS5c: Continuation of DS5b, after the 10 kg-y cutoff.

• DS6a: Data taken with both modules, with multi-sampling enabled. This dataset

ended with the second data release of ∼26 kg-y of data.

The MAJORANA DEMONSTRATOR has continued recording data since the end of DS6a.

The MAJORANA DEMONSTRATOR follows a statistical blinding scheme, in which 75% of

background data is administratively blinded and inaccessible to analysts in the MAJORANA

collaboration. The remaining 25% of background data and all calibration data is accessible

and is used to test the analysis tools and parameters. Implementation of this scheme is

accomplished by alternating between 31 hours of background runs that are unblinded and

93 hours that are blinded. Unblinding is performed in several stages. First, only background

events that are not candidates for use in various physics searches are unblinded; this excludes

the 1950-2350 keV background index region, low energy events and multi-detector events.

The data unblinded in this first stage is used to perform run and detector selection, verify the

data cleaning cuts, and investigate backgrounds. After verification, further data is unblinded

individually for various analyses after a collaboration-wide review of the techniques.

2.4.2 Analysis

An independant analysis is performed of each dataset. Table 2.1 contains a summary of the

configuration, exposure, and detection efficiencies for each dataset. For each detector, the
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Table 2.1: Summary of key parameters for each dataset.

Data

Set

Start

Date

Active Enr

Mass (kg)

Exposure

(kg-y)
εAE (%) εDCR (%) εcont (%) εtot (%)

NTεtotεres

1024 atom-y

DS0 6/26/15 10.69(16) 1.26(02) 90.1+3.2
−3.5 98.9+0.9

−0.2 90.8(11) 80.8+3.1
−3.3 6.34+0.25

−0.27

DS1 12/31/15 11.90(17) 2.32(04) 90.1+3.6
−4.0 99.1+1.0

−0.5 90.9(11) 81.1+3.5
−3.8 11.82+0.53

−0.58

DS2 5/24/16 11.31(16) 1.22(02) 90.3+3.5
−3.7 98.6+1.1

−0.5 90.9(11) 80.9+3.4
−3.5 6.24+0.28

−0.29

DS3 8/25/16 12.63(19) 1.01(01) 90.0+3.0
−3.1 99.0+1.0

−0.3 90.9(11) 80.9+3.0
−3.0 5.18+0.20

−0.20

DS4 8/25/16 5.47(08) 0.28(00) 90.0+3.1
−3.4 99.2+1.1

−0.2 90.8(10) 80.9+3.0
−3.2 1.47+0.06

−0.06

DS5a 10/13/16 17.48(25) 3.45(05) 90.0+3.4
−3.6 96.9+1.3

−1.3 90.9(13) 79.2+3.4
−3.5 17.17+0.76

−0.79

DS5b 1/27/17 18.44(26) 1.85(03) 90.0+3.1
−3.3 98.5+1.4

−0.5 90.9(13) 80.5+3.2
−3.2 9.46+0.39

−0.39

DS5c 3/17/17 18.44(26) 1.97(03) 90.0+3.1
−3.3 98.5+1.2

−0.3 90.8(11) 80.6+3.1
−3.1 10.31+0.47

−0.47

DS6a 5/11/17 18.44(26) 12.67(19) 90.1+3.2
−3.2 99.0+0.8

−0.2 90.8(11) 81.1+3.0
−3.0 65.10+2.92

−2.92

Total (DS0-6) 26.02(53) 133.1±6.3

Total (DS1-4,5b-6) 21.31(41) 110.0±5.1

active isotopic mass is computed, which is the mass of 76Ge that is in the bulk region of

a detector, excluding dead layers (see Section 2.2.6). The dead layer volume is computed

based on simulations, following the procedure to be outlined in Section 3.1.3. The total

exposure for each dataset is computed by totalling the product of the active mass of each

detector and the total livetime of each detector. The detector livetime excludes runs for

which that detector was disabled, time periods cut by the LN fill cut or muon veto cut, and

detector deadtime, which is estimated as described in Section 4.2.3. The detection efficiency

for this analysis is defined as the fraction of 0νββ events originating in the active region of

an active detector that is contained in the region of interest selected for the peak search.

The region of interest is selected by optimizing the detection efficiency with respect to the

background acceptance, following a similar procedure to that described in Section 4.3.1, and

results in an ROI efficiency of εres ∼ 0.900± 0.007, with slight variations between DSs. The

cut efficencies of AvsE (εAE) and DCR (εDCR) are calculated using the techniques described
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Figure 2.20: The MAJORANA DEMONSTRATOR background spectrum for datasets 0-6a.

Left: the full energy range, with cuts applied sequentially. Right: the 1950-2350 keV

bacgkround region of interest spectrum after applying all cuts. The blue band is the signal

ROI, and the blue curve represents the flat background with a peak with amplitude equal

to the 90% confidence limit.

in Sections 2.2.5 and 2.2.6. The containment efficiency (εcont) accounts for events that occur

in the transition region between the dead layer and the bulk of the detector, where there is

partial energy loss that pulls the event out of the ROI.

After applying all cuts, we measure the background spectrum shown in Figure 2.20.

The background index is estimated assuming a flat background in the 1950-2350 keV range,

excluding regions around the 2103 keV, 2117 keV and 2204 keV γ peaks, which are expected

to be visible above the continuum background. The measured background index across all

datasets is 6.1±0.8 ·10−3 cts/(keV-kg-y). This corresponds to 15.4±2.0 cts/(FWHM-t-y). If

we exclude high background datasets (DS0 due to the lack of inner copper shield, and DS5a

due to the high noise), we measure a reduced background index of 11.9± 2.0 cts/(FWHM-t-

y). Table 2.2 lists the background indexes broken down by dataset. This background index

falls short of the 3 ct/(FWHM-t-y) goal set for the MAJORANA DEMONSTRATOR, most

likely due to 232Th chain contamination in excess of the predicted activity based on material
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assays.

Table 2.2: Background index and optimized ROI width for each dataset.

Dataset
Window

Counts

BG Index

(10−3 cts)

ROI

(keV)

ROI BG

(cts)

DS0 11 24.3+8.4
−7.0 3.93 0.120

DS1 5 6.0+3.4
−2.7 4.21 0.058

DS2 2 4.6+5.1
−2.9 4.34 0.024

DS3 0 <3.6 4.39 0.000

DS4 0 <12.7 4.25 0.000

DS5a 10 8.0+3.1
−2.6 4.49 0.125

DS5b 0 <1.9 4.33 0.000

DS5c 5 7.0+4.0
−3.2 4.37 0.061

DS6a 24 5.3+1.2
−1.0 3.93 0.262

Total 57 6.1± 0.8 4.13 0.653

DS1-4,5b-6 36 4.7± 0.8 4.14 0.529

A Poisson counting sideband analysis is performed, with 1 event in the 4.13 keV optimized

ROI and 57 events in the ∼350 keV wide background ROI. The half-life limit is determined

using

T 0ν
1/2 >

ln(2)NTεtotεres

Ŝ(nROI , 〈B〉)
(2.2)

where NTεtotεres is shown in Table 2.1, and Ŝ(nROI , 〈B〉, CL) is an estimator for the upper

limit on the number of observed counts at confidence limit CL with nROI counts and 〈B〉
expected backgrounds in the ROI. For this result, the Feldman-Cousins estimator[104] is used

with confidence level of 90%, yielding a half-life lower limit for 76Ge 0νββ of 2.5·1025 y. Other

estimators have also been used and are quoted in reference [103]. Monto Carlo simulations

were performed to measure the median sensitivity at 90% CL at > 4.8 · 1025 y. This half-life

limit corresponds to a range of upper limits on 〈mββ〉 of (200− 433) meV.
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2.5 Future Searches for 76Ge 0νββ

The MAJORANA DEMONSTRATOR and GERDA experiments are the two most sensitive

searches for 0νββ in 76Ge to date. GERDA has achieved a leading half-life limit of 9 · 1025 y

(90% CL) from 82.4 kg-y of exposure[73]. The MAJORANA DEMONSTRATOR and GERDA

have achieved the two lowest background indexes of any 0νββ searches, at 11.9 cts/(FWHM-

t-y) for the MAJORANA DEMONSTRATOR and 2.1 cts/(FWHM-t-y) for GERDA. These low

backgrounds have been achieved using differing, but complementary techniques. GERDA has

achieved its low background rate largely by submerging an array of enriched HPGe detectors

in liquid Argon (lAr) (see Figure 2.21). This lAr veto acts as both passive and active shield-

ing, since it is instrumented with photo-multiplier tubes and can detect scintillation light

when a background event interacts inside the lAr. The MAJORANA DEMONSTRATOR has

achieved low backgrounds thanks to its ultra-clean materials, particularly the electroformed

copper, superior energy resolution and improved PSA techniques. The energy resolution

and PSA improvements are enabled by the low noise LMFE electronics, which are mounted

directly next to the detectors.

The MAJORANA and GERDA collaborations have combined to form the LEGEND collab-

oration, with the plan of building a tonne-scale array of enriched PPC HPGe detectors[105].

LEGEND will combine the background techniques demonstrated by the MAJORANA DEMON-

STRATOR and GERDA experiments and is currently undergoing active R&D efforts to fur-

ther reduce backgrounds. Currently, two stages are planned for LEGEND. LEGEND-200 is

a 200 kg array of detectors that will utilize the existing GERDA infrastructure at Gran Sasso

National Laboratory (LNGS) in Italy, shown in Figure 2.21, with construction expected to

begin in 2020. In addition to the existing enriched HPGe detectors in use for both expire-

ments, new detectors will be deployed, using an inverted-coaxial geometry which will have

similar performance to the MAJORANA DEMONSTRATOR Ortec detectors, but even higher

mass. Low mass electronics based on the MAJORANA DEMONSTRATOR’s LMFE design will

be implemented, offering improved noise performance over what was achieved by GERDA.
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Figure 2.21: The components of the GERDA experiment. These components will be reused

for LEGEND-200, with additional HPGe detectors. Image from Gusev talk.

The background goal for LEGEND-200 is < 0.6 cts/(ROI-t-y), which is expected to be fea-

sible based on simulations of the array with the previously mentioned improvements in the

GERDA lAr shield. After collecting ∼1 t-y of exposure, LEGEND-200 is expected to have

a sensitivity to 76Ge 0νββ of > 1027 y at 90% CL.

LEGEND-1000 is a planned 1 tonne experiment that is currently undergoing active R&D.

A baseline design for LEGEND-1000, based on the GERDA MAJORANA DEMONSTRAT-

OR, and LEGEND-200 designs, is shown in Figure 2.22. In addition to the improvements

implemented for LEGEND-200, LEGEND-1000 will use underground electroformed copper,

clean materials, and additional background rejection techniques that are under development.

LEGEND-1000 may be housed in a laboratory with greater overburden than LNGS, reducing

muon induced backgrounds. Low background lAr from underground sources will also be

used, reducing backgrounds from cosmogenically activated isotopes such as the 42Ar–42K–

42Ca chain. Based on these improvements, a background index of < 0.1 cts/(FWHM-t-y) is

expected, enabling a sensitivity to 76Ge 0νββ of > 1027 y at 90% CL with 10 t-y of exposure.
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Figure 2.22: A baseline conceptual design for the LEGEND-1000 experiment.
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Chapter 3

SIMULATING THE MAJORANA DEMONSTRATOR

3.1 Simulation Software

3.1.1 MaGe

MaGe (MAJORANA/ GERDA) [101] is a Monte Carlo software package developed jointly by

the MAJORANA and GERDA collaborations for the purpose of simulating low-background

experiments involving HPGe detectors. MaGe is written primarily in C++ and is based on

the Geant4 physics simulation framework[98]. A Geant4 simulation requires the following

inputs:

• Experiment Geometry: A description of the physical dimensions, location, and

materials must be provided. These should be included for both the detectors and the

experimental structure surrounding the detectors.

• Event Generator: A generator creates the initial conditions for an event, including

the initial particles generated, and the intitial positions and momenta of each initial

particle. Typically, the initial parameters are described by an incoming beam of parti-

cles. For the MAJORANA DEMONSTRATOR and other experiments that wish to model

background radiation, the initial positions will typically be sampled from a particular

subset of the full experimental geometry, such as the volume defined by a particular

component. The initial momenta will be sampled from the allowed phase space of

the process, conserving energy and momentum and sampling the angular correlation

distribution. Many processes will generate multiple events; for example, a 228Th decay

will generate a set of particles for each decay in the chain, including γs generated by

nuclear deexcitations.
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• Physics Lists: The physics lists describe the physical processes to be simulated as

the generated particles propagate through the experimental geometry. Examples of

such processes include Compton scattering of γ-rays in matter and energy deposition of

electrons as they propagate through matter. A physics list will describe the probability

of a process happening in a given material, any changes to the tracked particle, and

any new particles produced by the process.

MaGe contains geometries describing various detector configurations for the MAJORANA

DEMONSTRATOR. MaGe also includes event generators that are used to describe ββ-decay

from inside the detectors, backgrounds generated from various experimental components

from prominent radioactive isotopes, the line sources used in detector calibration, and for

cosmic ray muons. Finally, MaGe includes the relevant physics lists for simulating the

nuclear processes observed by the MAJORANA DEMONSTRATOR. MaGe enables a user to

select a geometry and event generator by writing a simple macro and running the MaGe

executable on that macro. All simulations described in this chapter will use the full as-built

MAJORANA DEMONSTRATOR geometry, which is shown in Figure 3.1.

A Monte Carlo run by Geant4 will generate a large number of event primaries. A Monte

Carlo event primary begins with the set of particles created by the input event generator.

Each particle will then be given a particle track, describing the path it takes through the ex-

periment geometry. If the particle undergoes an interaction with the experiment as described

in a physics list, a Monte Carlo step will occur. A Monte Carlo step describes the particle

before and after an interaction, any additional particles generated in the interaction, and

the amount of energy imparted into the matter along the step. For each Monte Carlo event

primary, MaGe will record an event with the details of each Monte Carlo step that occurs

inside of a detector, including the position of the step, the incoming particle, the outgoing

particles, the physics process that caused the step, and the amount of energy deposited. If

no interactions occur inside a detector, the event will not be recorded, but recorded events

are enumerated according to the event primaries to ensure that the detection efficiency can



77

Figure 3.1: The as-built MAJORANA DEMONSTRATOR geometry as programmed in MaGe.

be accurately counted.

The simulation events are stored in a TTree containing the following branches:

• fMCRun: Contains meta-information about the simulation run, including the run num-

ber, number of events, and settings for the run.

• eventHeader: Contains meta-information about the event such as the event ID.

• eventSteps: Contains data from each event step that deposits energy in a HPGe

detector volume, including the location, process and energy deposition.

• eventPrimaries: Contains data from the first step in an event, which generated the

event.
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3.1.2 Simulation Post-Processing

Once a MaGe simulation is run, the data generated must be post-processed to look like

MAJORANA DEMONSTRATOR data. Post-processing is performed by the GAT executable

process MJD as built mage results. The post-processor requires the input of individual

detector characteristics such as energy resolution and dead layer parameters, which are pro-

vided via a JSON file. The relevant steps of the post-processor will be described in the next

few paragraphs.

First, steps within 0.1 mm and 5 ns of each other are grouped into clusters. A typical

cluster will contain the initial physics process that generated the cluster, such as a Compton

scatter or β decay which generate a high energy electron in the detector, and many electron

scatters as the electron comes to rest inside of the detector, generating a cloud of electron-

hole pairs. For each cluster, the total energy and energy-weighted average position of the

cluster are computed.

3.1.3 Dead Layers

A region with a thickness of ∼1 mm of the n+-type surface of an HPGe detector is “dead,”

i.e. does not contribute any charge to the detector response. Any event inside of this dead

layer will not be recorded. Furthermore, charge clouds at the boundary of the dead layer

(called the transition region) will have a degraded charge response. Both dead layer and

transition region events impact the detection efficiency of the MAJORANA DEMONSTRATOR

for all types of events, so modelling and simulating it properly is critical to obtaining an

accurate result.

The effect of the detector dead layers are computed for each step individually. The

fraction of total charge collected is modelled as a function of depth beneath the detector
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surface by the piecewise function

A(x) =



0 z < 0

g(x) = AeBx + C 0 ≤ z < t

h(x) = Mx+D t ≤ z < 1

1 t ≥ 1

Constrained to:



g(0) ≡ 0

g(t) ≡ h(t) ≡ f

g′(t) ≡ h′(t)

h(1) ≡ 1

(3.1)

where x is the depth of the event as a fraction of the dead layer thickness, t is the transition

depth, f is the transition fraction, and all other parameters are uniquely determined by t and

f [106][107]. For each cluster, the uncollected charge is summed and used to compute the

deadness fraction for the cluster. The total measured energy within a detector is computed by

summing the energy of each cluster and degrading by a factor of the local dead fraction. The

deadness model parameters are measured by performing a fit of a simulated 228Th calibration

hit spectrum to calibration data, floating the dead layer parameters for each detector. The

most sensitive parts of the calibration spectrum in this fit are the low energy portion of the

spectrum, where the transition layer events with degraded energy accumulate, and in the

peak amplitudes and steps. The parameters for this model are provided individually for each

detector in a JSON file input to process MJD as built mage results. Figure 3.2 shows the

best fit of a 228Th calibration simulation to data with and without this dead layer model

applied.

Finally, the post-processor smears energies by the response function measured during

228Th calibration runs. The post-processor uses the peakshape functions described in Ap-

pendix A. Only the gaussian and low energy tail parameters are used. The post-processor

samples an energy from the probability distribution described by the peak-shape function

centered at the energy calculated for the event. The peak-shape parameters are provided

individually for each detector using the input JSON file.
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Figure 3.2: Comparison of the best fit of a 228Th calibration simulation spectrum to cal-

ibration data. On the left, a flat, step-like dead layer model is used, and on the right the

dead layer model described by equation 3.1 is used. The effect of the dead layer model can

be seen the most strongly in the relative peak amplitude and step-heights, and in the low

energy portion of the spectrum. This model fit is used to measure the dead layer thickness

and the uncertainty in the thickness.
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3.1.4 Simulation Skimming

Finally, skim files are produced containing parameters of interest from the post-processed files

using the software es skimsims. Skim files can also mix postprocessed files from multiple

sources in ratios corresponding to the various activities of the sources. es skimsims accepts

as input a JSON file listing the simulated sources, the desired activity of each source, and

the number of available event primaries. From this, it calculates the number of primaries to

accept from each source by maximizing the total number of events used while maintaining

the correct ratio according to the activities. Once this is done, it goes through each source

sequentially and saves parameters of interest, including energy and detector position, to a

TTree. As will be discussed in future chapters, single detector events are of little interest to

this analysis, so only multi-detector events are recorded in order to maintain a small file size.

Multiplicity 1 events are recorded separately to a histogram according only to energy. The

skimming process also accounts for which sets of detectors are enabled. Another input of

es skimsims is a JSON file containing a list of detector configurations, containing a bitmask

describing which detectors are and are not enabled. The detector configurations will be

discussed further in Section 4.2.1. When the skimmer encounters a disabled detector in an

event, it ignores that detector, and does not count it towards the event multiplicity.

Each detector spends some portion of operating time dead, due to the finite rate at

which the digitizers can retrigger, which typically cause < 0.1% of HPGe hits to fail to

read. However, during early datasets, some detector channels were effected by a bug in the

Gretina cards that caused a high rate of triggers on negative-energy noise pulses, resulting

in much higher dead time fractions. This effect is assumed to be random and uncorrelated

between detectors. The dead time of each detector is measured by counting the number of

pulser events in each detector for each run. Because the pulses occur at a fixed rate, we

can predict the number of pulser events that should occur in any given run; the fraction of

pulser events missed is assumed to represent the dead time fraction. The JSON detector

configuration file contains the dead time fraction and the statistical uncertainty (assuming
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binomial statistics with respect to the total number of expected pulser events) on that fraction

for each active detector. For each simulated detector hit, the data skimmer randomly throws

out hits according to the probability represented by the dead fraction, treating that detector

as inactive for that event.

3.2 Simulation of Excited State Decays

Simulations of the 76Ge decay to excited states of 76Se are used to evaluate the detec-

tion efficiency of the analysis presented in this thesis. Two different event generators are

used to generate 76Ge ββ-decay within MaGe. The first generator uses calculations of the

phase space factors from J. Kotila and F. Iachello[41]. It is implemented in the mage class

MGGeneratorDoubleBeta using data tables with the distribution of both electron energies

and anglular correlations. These data tables are provided for the 2νββ and 0νββ decays to

the ground state of 76Se, but not for the decays to any excited state of 76Se. This calculation

is an improvement over other phase space calculations thanks to an exact evalutation of the

Dirac wave functions of the electrons involving a finite nuclear size and electron screening.

A second event generator packaged with MaGe is DECAY0[108], a FORTRAN program

that generates a wide variety of ββ- and β-decays. DECAY0 is capable of generating 2νββ and

0νββ for 76Ge to 76Se 0+ and 2+ excited states using a variety of physics mechanisms. For the

excited state decays, the deexcitation γs and conversion electrons are also generated. Several

modifications were made to decay0 for this analysis. First, the precision of the excited state

deexcitation energies was increased from 1 keV to 0.001 keV (The γ energies changed from

559 to 559.101 keV, from 563 to 563.178 keV, from 657 to 657.041 keV, and from 1216 to

1216.104 keV). Second, angular correlations were added for the 2+
2 -2+

1 -0+
g.s. deexcitation γ

cascade which involves a 657 keV γ with multipolarity E2+M1 and mixing ratio of +5.2

followed by a 559 keV γ with multipolarity E2[109]. The angular distribution between the

γs is

P (θ) ∝ 1− 0.372 · cos2(θ) + 0.0439 · cos4(θ)[110] (3.2)

The angular correlation for the 0+
1 -2+

1 -0+
g.s. deexcitation was already correctly included in
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DECAY0, and is represented by the angular distribution

P (θ) ∝ 1− 3 · cos2(θ) + 4 · cos4(θ)[109, 110] (3.3)

Running DECAY0 produces data files with the initial momenta of the generated particles.

The MaGe class MGGeneratorDecay0 reads these datafiles and generates initial positions

for these events.
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Figure 3.3: Multiplicity 2 energy spectrum produced by a DECAY0 simulation of 2νββ of

76Ge to the 0+
1 state of 76Se.

Simulations were run for 76Ge 2νββand 0νββto the 76Se 0+
1 , 2+

1 and 2+
2 excited states

using the DECAY0 generator. For each decay mode, 5000000 event primaries were generated

in the bulk of the enriched detectors and 500000 primaries were generated in the bulk of the
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Figure 3.4: A KS test is performed comparing the DECAY0 2νββto the ground state energy

spectrum to that of Kotila and Iachello. The decay0 spectrum is shown, along with the

difference between the CDF of each spectrum.

natural detectors. These events were skimmed with the relative activities set equal to the

total isotopic mass in each set of detectors: 26.2538 kg in enriched detectors, and 1.1232 kg

in natural detectors. These simulations were additionally post-processed and skim files were

produced both with and without a dead layer, and with and without dead times. Figure 3.3

shows an energy spectrum of multiplicity 2 events produced by the simulation of the 76Ge

decay to the 0+
1 excited state of 76Se.

3.2.1 Comparing DECAY0 to the Kotila and Iachello generator

The Kotila and Iachello generator performs a more accurate calculation of phase space than

DECAY0 and is used for the MAJORANA DEMONSTRATOR’s measurement of 2νββ and 0νββ

to the ground state. Because Kotila and Iachello present only the phase space integral for

the excited state decays, and do not include the energy and angular distributions, DECAY0

is used for this analysis. To evaluate the accuracy of DECAY0, we can compare the spectrum
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of the 2νββ to the ground state it generates to that of Kotila and Iachello; this comparison

will reflect the error with respect to the true value if we assume that the errors corrected

by Kotila and Iachello are the dominant errors in DECAY0. This comparison is performed

using a Kolmogorov-Smirnov (KS) test. The KS test statistic is the maximum difference

between the CDF of each normalized energy spectrum. As we will see in Section 4.4.2, this

test is useful in evaluating the uncertainties in the measurement presented in this thesis.

The CDF difference is shown in Figure 3.4, with a KS statistic of 0.00081. While this error

is statistically significant at a level of 97%, we will see that the systematic error generated

is subdominant.

3.3 Background Model Simulation

A simulation of the background spectrum measured by the MAJORANA DEMONSTRATOR

will be used to optimize the search for ββ E.S.. MaGe simulations of a variety of decay

chains, including 232Th, 238U, 40K, 60Co, 222Rn and 68Ge, have been run using event generators

internal to Geant4. A large number of component groups have been defined, encompassing

one or more physical components of the experiment (e.g. all signal electronic connectors are a

single component group). The event generators use the combined geometries of these groups

to generate start positions, which can be in either the bulk of a component group, or on the

surface. The activity of each isotope from each component group is determined by fitting a

linear combination of the simulated energy spectra to the measured background spectrum.

An incomplete version of this fit is used for this thesis, producing the spectra in Figures 3.5

and 3.6[111]. 68Ge decays with a half-life of 271 days, so its activity is scaled to represent

the exposure-weighted activity of each major dataset. 210Pb in the lead shield is simulated

using a special generator that samples bremsstrahlung x-rays emitted from the surface of a

thick lead shield [112].

The background model used for this analysis is known to be inaccurate. Since it is only

used for optimizing the search for ββ E.S. and is not important for the detection efficiency

calculation, this does not affect the accuracy of the result presented. For future versions of
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Figure 3.5: Energy spectrum of observed multiplicity 1 events produced from a simulation

of the preliminary background model, with the highest contributing components labelled.
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Figure 3.6: Multiplicity 2 energy spectrum produced by a simulation of a preliminary version

of the MAJORANA DEMONSTRATOR background model.
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this analysis, a complete and more accurate background model will be used, which should

result in small improvements to the cut optimization.

3.4 Calibration Source Simulation

Calibration of the MAJORANA DEMONSTRATOR is performed for each module using a line

source that is injected by motor into a spiral track that winds around the module. Both 228Th

and 56Co line sources are used. Simulations of each of these calibration sources are performed

using the Geant4 generators for these isotopes, and a spiral position sampler written in

MaGe. These simulations are used to test various aspects of the MaGe simulations and

to calibrate several observables. Figure 3.7 shows a comparison between a simulated and

measured 228Th calibration spectrum. For example, the dead layer thickness measurement

described in Section 3.1.2 relies on the 228Th source simulation, and the detection efficiency

test described in Section 4.2.4 uses the 56Co source simulation. The simulated spectra for

the 56Co source can be seen in Figures 3.8 and 3.9
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Figure 3.7: A comparison of the simulated and measured energy spectrum from the 228Th

line source, with residuals.
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Figure 3.8: Energy spectrum of multiplicity 1 events produced from a simulation of the 56Co

line source inserted into the module 1 calibration track.
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Chapter 4

SEARCHING FOR DOUBLE BETA DECAY TO EXCITED
STATES

4.1 Introduction
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Figure 4.1: Energy level diagram for ββ-decay of 76Ge to 76Se, including excited states. The

Q-values for each decay branch and the energies and branching ratios for the deexcitation

γs are shown next to their corresponding lines.

76Se has 3 excited states that 76Ge can decay into in addition to the ground state, as

shown in Figure 4.9. While the ground state decay has been observed, none of the decays

to excited states have been yet; current experimental limits and theoretical estimates for

the half-life of each decay are listed in Table 1.2. Each excited state decay will have a ββ-

decay with a reduced Q-value compared to the ground state decay. The excited state decays

will also promptly produce one or two γ-rays at known energies. These γs will typically
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travel several cm before absorption and will often hit a different detector from the ββ-decay

site, meaning that we can search for peaks at these energies. Furthermore, since these γ

events must hit a separate detector from the site of the ββ-decay, the events containing

this peak are inherently multi-detector. As shown in Figure 4.2, by searching for the peak

only in events with high hit multiplicity, i.e. events that involve 2 or more detectors hit,

∼85% of backgrounds can be cut, while only sacrificing ∼25% of the signal. Additionally,

the coincident detector hit(s) can provide additional observables that can be used to further

discriminate excited state signals from multi-site backgrounds. This chapter will describe the

various background reduction data cuts and how they are implemented. It will also evaluate

the detection efficiency and systematic error associated with each cut based on simulations

of the MAJORANA DEMONSTRATOR. The analysis presented in this chapter applies to the

2νββ-decay to the 0+
1 state of 76Se, which has Qββ = 916.8 keV and emits two γs at 559.1 keV

and 563.2 keV. The same analysis is applied to all other excited states in both the 0νββ and

2νββ decay modes, and the results are presented in Appendix D.

4.2 Selection of Multi-Detector Events

Simultaneous detector hits are combined into events by the event builder (see Section 2.3.3

and Appendix C). Events are combined in a 4 µs rolling window. This window is expected

to accept virtually all true coincidence events (see Figure 4.3). In a small number of runs,

clocks between different Gretina cards were desynchronized. For these runs, the clocks

were resynchronized by applying a timing offset during event building that is measured by

seeking the time offset that aligns pulser events. With a typical overall rate between both

modules of < 1 Hz, < 0.4% of all multi-site events are expected to originate from accidental

coincidences, making this a negligible background. Once all the data has gone through the

processing chain described in Section 2.3, the skim files from all good open runs in datasets

16a are collected into a single skim file containing a TTree with only multi-site events by the

program es skimdata.
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Figure 4.2: The simulated distribution of ROI event multiplicities in the background model

and ββ E.S.to 0+
1 decay in DS6.

4.2.1 Variation in Detector Configuration

Throughout the runtime of the MAJORANA DEMONSTRATOR, not all detectors were simul-

taneously active, and within each dataset, the set of active detectors varied signficantly.

Because we are looking at multi-site event events, the detection efficiency for ββ E.S. events

in any detector depends on which other detectors are enabled. For this reason, detection

efficiency is computed for each module in its entirety rather than for individual detectors. To

account for changes in detector configuration, each dataset is divided into subdatasets based

on which detectors are active. The subdatasets are described by a pair of 64-bit masks, one

for each module, with each bit representing a single detector’s state. To decode the bitmask,
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Figure 4.3: Distribution of time interval between individual hits within a multi-detector

event during a 228Th calibration run. Offsets of greater than ∼1.5 µs are due to pileup,

which is significant due to the high data rate of calibration runs. Offsets greater than ∼4 µs

must involve events with more than two hits, due to the event builder time window.

the b’th least significant bit represents string position P , detector position D if

b = 8 · P +D (4.1)

The set of runs and active channels for each run were determined by the run selection and data

cleaning committee, and the procedures are outlined in [113]. The program es getdatasets

uses these selections to sort each run into a subdataset.

The detection efficiency is defined as the probability of a signal event in any detector,

including inactive detectors. Detection efficiency is calculated individually for each sub-

dataset and for each module by creating a separate skim file for each subdataset as outlined

in Section 3.1.4. The final efficiency is then computed as an isotopic exposure weighted
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average of the efficiency within each subdataset. Any efficiency uncertainties are assumed

to be totally correlated between subdatasets. The livetime of each subdataset is calculated

by the program es livetimes by totalling the run time in each run, and subtracting any

deadtime that affects the entire module, including deadtime caused by the muon veto system

and by liquid nitrogen fills. Additional sources of deadtime that affect individual detectors

are calculated as inefficiencies rather than being subtracted from the livetime, as discussed

in Section 3.1.4. This is done because deadtime in any individual detector affects the detec-

tion efficiency of all other detectors. The isotopic exposure is computed by multiplying the

livetime of each module by the total isotopic mass in each module. Since this includes mass

in inactive detectors and dead layers, the isotopic exposure for this analysis will differ from

that presented in the 0νββ analysis. Table 4.1 lists each subdataset along with its livetime

and exposure.

DS M1 Detector Mask M2 Detector Mask
Run Time

(days)

M1 L.T.

(days)
M1 Eff.

M2 L.T.

(days)
M2 Eff.

Exposure

(kg·y)

DS1 061a08001e0e1c00 0000000000000000 2.64 2.60 1.693% 0.00 0.000% 0.109

DS1 161a08341e0e1c00 0000000000000000 0.02 0.02 1.978% 0.00 0.000% 0.001

DS1 161a0c341e0e1c00 0000000000000000 4.51 4.48 1.915% 0.00 0.000% 0.188

DS1 161a0c361e0e1c00 0000000000000000 3.49 3.48 1.449% 0.00 0.000% 0.146

DS1 1e1a00001e0e1c00 0000000000000000 7.82 7.73 2.015% 0.00 0.000% 0.324

DS1 1e1a08001e0e1c00 0000000000000000 25.49 25.19 2.202% 0.00 0.000% 1.057

DS1 1e1a08041e0e1c00 0000000000000000 2.95 2.93 2.277% 0.00 0.000% 0.123

DS1 1e1a08141e0e1c00 0000000000000000 0.26 0.25 2.297% 0.00 0.000% 0.011

DS1 1e1a08301e0e1c00 0000000000000000 1.40 1.37 2.305% 0.00 0.000% 0.057

DS1 1e1a08341e0e1c00 0000000000000000 7.58 7.50 2.095% 0.00 0.000% 0.315

DS1 1e1a0c001e0e1c00 0000000000000000 1.96 1.93 2.226% 0.00 0.000% 0.081

DS1 1e1a0c341e0e1c00 0000000000000000 0.67 0.67 2.296% 0.00 0.000% 0.028

DS2 1e1a08001e0e1c00 0000000000000000 9.58 9.51 2.248% 0.00 0.000% 0.399

DS3 1e1a0c3e1e0e1c00 0000000000000000 29.88 29.67 2.566% 0.00 0.000% 1.245

DS4 0000000000000000 1c061a16060e1e00 19.15 0.00 0.000% 18.85 1.811% 0.622

DS5a 08000020040e1c00 18060a02040e1e00 1.49 1.48 0.703% 1.46 1.111% 0.110

DS5a 08080020040e1c00 18060a16060e1e00 2.51 2.49 0.842% 2.47 1.484% 0.186

DS5a 08080030040e1c00 18060a02040e1e00 0.01 0.01 0.888% 0.01 1.094% 0.001

DS5a 0e1a04321e0e1c00 08020a16060e1e00 2.69 2.71 2.265% 2.66 1.165% 0.201

DS5a 0e1a0c321e0e1c00 0000000000000000 0.65 0.63 2.522% 0.00 0.000% 0.026

Continued on the next page

Table 4.1: List of subdatasets
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DS M1 Detector Mask M2 Detector Mask
Run Time

(days)

M1 L.T.

(days)
M1 Eff.

M2 L.T.

(days)
M2 Eff.

Exposure

(kg·y)

DS5a 0e1a0c321e0e1c00 08060a16060e1e00 1.24 1.24 2.513% 1.21 1.451% 0.092

DS5a 0e1a0c321e0e1c00 18060a02040e1e00 2.94 2.92 2.288% 2.89 1.098% 0.218

DS5a 0e1a0c321e0e1c00 18060a1406061600 0.04 0.04 2.487% 0.04 0.906% 0.003

DS5a 0e1a0c321e0e1c00 18060a1606060600 3.19 3.15 2.452% 3.16 0.774% 0.237

DS5a 0e1a0c321e0e1c00 18060a16060e0600 3.30 3.28 2.458% 3.29 0.793% 0.246

DS5a 0e1a0c3e1e0e1c00 1806020606081800 1.75 1.73 2.703% 1.73 0.726% 0.129

DS5a 0e1a0c3e1e0e1c00 18060216060c1c00 6.84 6.77 2.698% 6.74 1.068% 0.507

DS5a 0e1a0c3e1e0e1c00 18060216060e1e00 13.48 13.30 2.677% 13.27 1.189% 0.996

DS5a 0e1a0c3e1e0e1c00 18060816060e1c00 0.05 0.05 2.502% 0.05 1.247% 0.004

DS5a 0e1a0c3e1e0e1c00 18060a0606060c00 2.16 2.12 2.670% 2.12 0.982% 0.159

DS5a 0e1a0c3e1e0e1c00 18060a16040e1e00 0.76 0.76 2.668% 0.74 1.222% 0.056

DS5a 0e1a0c3e1e0e1c00 18060a1606060c00 0.25 0.25 2.682% 0.25 1.060% 0.019

DS5a 0e1a0c3e1e0e1c00 18060a1606061800 1.88 1.86 2.686% 1.86 0.998% 0.140

DS5a 0e1a0c3e1e0e1c00 18060a1606061c00 9.20 9.13 2.657% 9.06 1.353% 0.682

DS5a 0e1a0c3e1e0e1c00 18060a16060c1c00 7.89 7.79 2.688% 7.79 1.350% 0.584

DS5a 0e1a0c3e1e0e1c00 18060a16060e1c00 11.68 11.53 2.340% 11.51 1.357% 0.864

DS5a 0e1a0c3e1e0e1c00 18060a16060e1e00 5.21 5.15 2.665% 5.13 1.486% 0.386

DS5a 0e1a0c3e1e0e1c00 18061216060e1e00 2.39 2.37 2.676% 2.37 1.266% 0.178

DS5b 1e1a0c3e1e0c1c00 18061216060e1e00 24.46 24.09 2.672% 24.06 1.268% 1.805

DS5b 1e1a0c3e1e0c1c00 18061a16060e1e00 0.75 0.75 2.670% 0.75 1.654% 0.056

DS5b 1e1a0c3e1e0e1c00 18061216060e1e00 14.28 14.12 2.766% 14.07 1.169% 1.057

DS5c 1e1a0c3e1e0c1c00 00060216060e0e00 0.00 0.00 2.567% 0.00 0.787% 0.000

DS5c 1e1a0c3e1e0c1c00 00060a16060e0e00 0.91 0.89 2.664% 0.91 1.016% 0.067

DS5c 1e1a0c3e1e0c1c00 00061216060e0e00 10.22 10.15 2.645% 10.03 0.857% 0.757

DS6a 12000000000c0800 1002020006040600 1.33 1.31 0.160% 1.31 0.230% 0.099

DS6a 12000c20000c1c00 18061216060c1600 6.93 6.84 0.756% 6.86 0.679% 0.514

DS6a 12020000040c0800 1802020006040600 1.30 1.28 0.284% 1.28 0.275% 0.096

DS6a 12020c00040c1800 1802020006040600 2.37 2.33 0.676% 2.33 0.275% 0.175

DS6a 12080c20000c1c00 18061216060c1600 3.38 3.34 0.931% 3.34 0.677% 0.251

DS6a 12120c3e1c0c1c00 18061216060c1600 0.56 0.54 1.847% 0.56 0.676% 0.041

DS6a 16020c10040c1800 1806020006060600 3.23 3.20 0.883% 3.19 0.416% 0.239

DS6a 160a0c321c0c1c00 1806021006061600 1.98 1.95 2.022% 1.97 0.521% 0.147

DS6a 1e0a0c321c0c1c00 1806020006040200 2.62 2.59 2.275% 2.59 0.260% 0.194

DS6a 1e0a0c321c0c1c00 1806020006040600 1.31 1.29 2.275% 1.29 0.390% 0.097

DS6a 1e0a0c321c0c1c00 1806020006041600 1.30 1.28 2.275% 1.26 0.459% 0.096

DS6a 1e0a0c321c0c1c00 1806021006061600 1.61 1.59 2.275% 1.59 0.521% 0.119

DS6a 1e120c3e1c0c1c00 18061216060c1600 0.95 0.93 2.284% 0.93 0.676% 0.070

DS6a 1e1a0c321c0c1c00 1806020006060600 1.30 1.28 2.457% 1.28 0.416% 0.096

Continued on the next page

Table 4.1: List of subdatasets
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DS M1 Detector Mask M2 Detector Mask
Run Time

(days)

M1 L.T.

(days)
M1 Eff.

M2 L.T.

(days)
M2 Eff.

Exposure

(kg·y)

DS6a 1e1a0c321c0c1c00 1806021006040600 3.91 3.88 2.457% 3.87 0.415% 0.291

DS6a 1e1a0c321c0c1c00 1806021006041600 2.92 2.90 2.457% 2.90 0.495% 0.217

DS6a 1e1a0c321c0c1c00 1806021006060600 1.31 1.30 2.455% 1.30 0.436% 0.097

DS6a 1e1a0c3a1c0c1c00 1806020006040600 2.32 2.31 2.553% 2.32 0.390% 0.174

DS6a 1e1a0c3a1c0c1c00 1806021006040600 1.77 1.77 2.552% 1.75 0.415% 0.132

DS6a 1e1a0c3a1c0c1c00 1806021006041600 0.67 0.67 2.553% 0.67 0.494% 0.050

DS6a 1e1a0c3e1c0c1c00 1806000006040600 2.22 2.18 2.631% 2.16 0.360% 0.163

DS6a 1e1a0c3e1c0c1c00 1806020006041600 1.32 1.30 2.630% 1.30 0.458% 0.097

DS6a 1e1a0c3e1c0c1c00 1806021006041600 1.30 1.28 2.630% 1.28 0.494% 0.096

DS6a 1e1a0c3e1c0c1c00 18060210060c1600 4.63 4.58 2.629% 4.55 0.533% 0.342

DS6a 1e1a0c3e1c0c1c00 1806021206041600 2.61 2.56 2.628% 2.57 0.515% 0.192

DS6a 1e1a0c3e1c0c1c00 18060214060c0600 1.70 1.70 2.628% 1.68 0.492% 0.127

DS6a 1e1a0c3e1c0c1c00 18060214060c1600 1.38 1.36 2.627% 1.36 0.576% 0.102

DS6a 1e1a0c3e1c0c1c00 18060214060e1600 23.42 23.19 2.601% 23.12 0.555% 1.736

DS6a 1e1a0c3e1c0c1c00 18061212060c1600 2.93 2.89 2.628% 2.90 0.644% 0.217

DS6a 1e1a0c3e1c0c1c00 18061216060c1600 6.59 6.51 2.628% 6.51 0.690% 0.488

DSTotal – – 321.60 318.26 2.354% 238.53 0.987% 21.228

Table 4.1: List of each subdataset with its livetime, detection efficiency measured for the

ββ E.S.to 0+
1 decay, and total isotopic exposure. Note the large variance in the detection

efficiency.

4.2.2 Dead Layer Effects

For multi-detector events, each individual hit may be degraded by the deadlayer, so the loss

of sensitivity from deadlayers is larger for this search than for searches for single-site events.

For this reason, dead layer effects are treated as a loss of detection efficiency instead of a

loss of exposure (as in the 0νββ analysis). Dead layers are included in the simulations as

a part of post-processing as described in Section 3.1.2. To account for uncertainty in the

thickness of the deadlayer, two separate simulations are run, with and without deadlayers.

By comparing the efficiency measurement from each simulation, we measure the size of the

dead layer effect. The percent uncertainty in the efficiency loss from dead layers is assumed to

be the same as the percent uncertainty in the dead layer thickness. Typical loss of efficiency
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Figure 4.4: Effect of dead layers and dead times on peak amplitudes for 2νββ to the 0+
1

peaks in multi-site event events.

for multi-site peaks is 25-35%; for the 2νββ to the 0+
1 decay, the losses are 26% for module 1

and 34% for module 2. The uncertainty in the dead layer tends to be one of the dominant

uncertainties in measuring the detection efficiency. This is much larger than the ∼10% loss

seen in the 0νββ analysis for two reasons. First, for multi-detector events, there are multiple

hits that could possibly be lost to the dead layer. Second, γ hits will be more concentrated

at the surface of the detectors, near the dead layers, than ββ sites. The effect of dead layers

on detection efficiency can be seen in Figure 4.4.

4.2.3 Dead Time Effects

Detector deadtimes, which affect only a single detector at a time, reduce the detection

efficiency for events that occur in all detectors in the module. For this reason, instead



99

of subtracting these deadtimes from the livetime, the deadtimes are incorperated into the

detection efficiency. Detector deadtimes are measured individually for each run by counting

pulser events and comparing to the number of expected pulser events for each detector. The

program es livetime collects the detector deadtimes that are measured in this way and

finds the average detector deadtime for each subdataset. These dead times are then applied

to the simulation skimming process as described in Section 3.1.4. Similar to the dead layers,

simulation files are produced with and without deadtimes in order to measure the size of the

effect. Uncertainties in the detector deadtimes are measured as the statistical uncertainties

from pulser counts. The percent uncertainty in efficiency loss from detector dead times is

assumed to be the same as the average percent uncertainty in the detector dead time. Typical

loss of efficiency from detector deadtimes range from 1-3%. For the 2νββ to the 0+
1 decay,

the losses are 2.5% for module 1 and 1.9% for module 2. The effects of detector deadtimes

can be seen in Figure 4.4.

4.2.4 Simulation Validation and Errors

In addition to dead layer and dead time effects that can be explicitly accounted for, other

possible sources of systematic uncertainty from the simulation exist, such as inaccuracies in

the simulation geometry. To account for these, we use pair production events from calibration

runs as a proxy for ββ E.S. events. In pair production events, an electron-positron pair is

produced in the bulk of a detector, followed promptly by two 511 keV γs from the annihilation

of the positron. Because these events involve a single pair production site and the prompt

emission of gamma rays which may be absorbed in a separate detector, they make a good

proxy for ββ E.S. events. In single-escape peak (SEP) events, one gamma is absorbed in

the detector containing the pair-production, while the other escapes, resulting in a source

detector hit with energy equal to the γ energy minus 511 keV. In double-escape peak (DEP)

events, both gammas escape the detector, resulting in a source detector hit with energy equal

to the γ energy minus 1022 keV. Both both SEP and DEP events present the possibility for a

second 511 keV detector hit. By comparing the rate of multiplicity-1 events in the SEPs and
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Figure 4.5: Spectra of multiplicity 1 56Co events (left) and multiplicity 2 56Co events in

coincidence with an annihilation gamma. The results of the simultaneous peak fits are

drawn in red (SEP fit) and green (DEP fit).

DEPs to the rate of multiplicity-2 events in which one hit falls into one of these peaks and

the other falls into the 511 keV peak, we can measure a proxy for the detection efficiency

of our multi-site event signature. By comparing this measurement to simulation, we can

estimate the size of any unknown uncertainties in our simulation-based efficiency estimate.

To achieve this, we will use a 56Co calibration source. 56Co presents the advantage

of a large number of γs at energies high enough to cause pair production, which allows

for a comparison of many peaks to our simulation. A 56Co line source was inserted into

the module 1 calibration track on January 15, 2019 and 168.1 hrs of data were recorded,

until January 22, 2019. Immediately after this, the source was inserted into the module 2

calibration track and 167.1 hrs of data were recorded until January 29, 2019. The source had

a nominal activity of 6 kHz, resulting in a high enough data rate that the energy threshold for

each channel was raised to ∼400 keV. As discussed in Section 3.4, 3 billion event primaries

were simulated for the 56Co source in each module’s source track in order to achieve similar

events statistics for both the simulations and data. Simulations were run with and without
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dead-layers.

8 SEPs and 7 DEPs were selected as proxies for the ββ E.S. signal; these peaks were

selected because of their prominence above the Compton continuum and the absense of

nearby peaks that would interfere with a peak-height measurement. A simultaneous fit, as

described in Appendix A, of all SEPs as single-detector events and as two-detector events

in coincidence with a 511 keV peak event was performed in the calibration data and in the

simulations both with and without dead layers. SEPs and DEPs have abnormal peakshapes

due to in-flight annihilation of the positrons, which results in Doppler broadening of the peak

shapes. For this reason, a high energy tail is added to the typical peak shape function. The

peak height ratios and uncertainties for peak k are determined as follows:

εk =
Ak,m2

Ak,m1

(4.2)

σstat,k = εk

√
ΣA,k,m1;A,k,m1

A2
k,m1

− 2
ΣA,k,m1;A,k,m2

Ak,m1Ak,m2

+
ΣA,k,m2;A,k,m2

A2
k,m2

(4.3)

where Ak,m1/2 are the fitted amplitudes of peak k with multiplicity 1 and multiplicity 2

respectively, and ΣA,k,m1/2;A,k,m1/2 is the fitter covariance matrix element for these amplitudes.

The same process of simultaneously fitting DEPs is followed to extract the DEP peak-height

ratios. The measured data spectra and fit results are shown in Figure 4.5.

Figure 4.6 shows an overall offsete that cannot be explained by statistical errors; this

discrepancy is measured and treated as a systematic error which will be applied to the

ββ E.S. measurement. Since some of this discrepancy can be explained by the dead layer

uncertainty, the difference between the simulated peak-height ratios with and without the

dead layer is multiplied by the percent uncertainty in the dead layer thickness in order to

measure the systematic error caused by the dead layer. Finally, a χ2 value is computed for

the comparison between the simulated and measured peak-heights using the statistical and

dead-layer uncertainties.

χ2(µ, δDL) =
N∑
k=1

(εk,meas − εk,sim − δDL · σDL,k − µ)2

σ2
stat,dat,k + σ2

stat,sim,k

+ δ2
DL (4.4)
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(b) Module 2

Figure 4.6: Measurement of peak height ratios between multiplicity 1 events and multi-

plicity 2 events containing a 511 keV annihalation γ for both simulated and measured 56Co

spectra. Only statistical error bars are drawn. These ratios are listed in tables 4.2 and 4.3.
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where σDL,k is the uncertainty from dead layers, δDL is the measured error from deadlayers

(correlated across all peaks with a prior of 1 σ), and µ is the mean error that remains. This

χ2 function is minimized with respect to µ and δDL and the profile likelihood is used to

compute the uncertainty on µ, using MINUIT[114]. The systematic error is taken to be

σ2
sim = µ2 + σ2

µ (4.5)

Tables 4.2 and 4.3 list the peak height ratios and uncertainties for each peak for module 1 and

module 2, respectively. The final fractional uncertainties measured are σsim,M1 = 0.0020 and

σsim,M2 = 0.0047. This uncertainty is applied directly to the detection efficiency measured

before applying any other effects such as dead layers, dead times and cuts, without any

scaling. This uncertainty is one of the dominant uncertainties on the detection efficiency

along with the dead layer uncertainty; while the absolute uncertainty is small, because it is

applied to the detection efficiency, which tends to be ∼5%, directly rather than to the loss

from an individual effect, the fractional uncertainty is on the order of 10%. In cases where

the detection efficiency is very low, such as the 1216 keV peak in module 2 from decays to

the 2+
2 state, this uncertainty can completely overwhelm the detection efficiency. Figure 4.6

plots the peak height ratios for simulated and measured data for both modules 1 and 2.

4.3 Region of Interest Selection

Once the multisite events have been collected, we want to search for detector hits with the

energies of the γs emitted in each ββ E.S. decay mode. To do this, a signal region of interest

(ROI) must be identified. To estimate the number of background events in the signal ROI,

a background ROI must also be selected near the signal ROI. This section will describe

the selection of the signal and background ROIs and the calculation of the efficiency and

uncertainties on the efficiency due to the ROI selection.

The peakshape function and parameters are described in Appendix A. For each dataset, a

simultaneous fit of many peaks is performed to a combined spectrum of all detectors and all

calibration runs, ensuring that any variation in gain or energy nonlinearity between detectors
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Table 4.2: Table of measured peak height ratios between multiplicity 1 events and multi-

plicity 2 events containing a 511 keV annihalation γ in module 1 for both simulated and

measured 56Co spectra, with uncertainties. A plot of these numbers is shown in Figure 4.6

Peak
Am2,dat

Am1,dat

Am2,sim

Am1,sim

Am2,noDL

Am1,noDL
σdat,stat σsim,stat σsim,DL Residual σresid

1504 keV (SEP) 0.098 0.084 0.110 0.004 0.003 0.004 0.014 0.004

1524 keV (SEP) 0.089 0.082 0.109 0.002 0.001 0.005 0.007 0.002

2088 keV (SEP) 0.077 0.073 0.098 0.001 0.001 0.004 0.004 0.001

2499 keV (SEP) 0.081 0.079 0.108 0.003 0.002 0.005 0.002 0.004

2691 keV (SEP) 0.078 0.072 0.099 0.001 0.001 0.005 0.006 0.002

2743 keV (SEP) 0.075 0.073 0.101 0.001 0.001 0.005 0.003 0.001

2762 keV (SEP) 0.070 0.070 0.096 0.001 0.001 0.004 0.000 0.002

2940 keV (SEP) 0.075 0.070 0.100 0.002 0.002 0.005 0.005 0.003

749 keV (DEP) 0.153 0.155 0.225 0.004 0.003 0.012 -0.002 0.005

1013 keV (DEP) 0.166 0.156 0.229 0.005 0.004 0.012 0.010 0.006

1577 keV (DEP) 0.167 0.157 0.224 0.001 0.001 0.011 0.010 0.002

1988 keV (DEP) 0.158 0.155 0.222 0.005 0.005 0.011 0.003 0.007

2180 keV (DEP) 0.163 0.158 0.225 0.002 0.002 0.011 0.005 0.003

2232 keV (DEP) 0.164 0.158 0.225 0.001 0.001 0.012 0.007 0.002

2251 keV (DEP) 0.170 0.166 0.233 0.004 0.003 0.011 0.004 0.005

2429 keV (DEP) 0.165 0.158 0.230 0.005 0.004 0.012 0.007 0.007
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Table 4.3: Table of measured peak height ratios between multiplicity 1 events and multi-

plicity 2 events containing a 511 keV annihalation γ in module 2 for both simulated and

measured 56Co spectra, with uncertainties. A plot of these numbers is shown in Figure 4.6

Peak
Am2,dat

Am1,dat

Am2,sim

Am1,sim

Am2,noDL

Am1,noDL
σdat,stat σsim,stat σsim,DL Residual σresid

1504 keV (SEP) 0.077 0.059 0.082 0.004 0.002 0.004 0.018 0.004

1524 keV (SEP) 0.068 0.060 0.081 0.002 0.001 0.004 0.009 0.002

2088 keV (SEP) 0.059 0.054 0.074 0.001 0.000 0.003 0.005 0.001

2499 keV (SEP) 0.062 0.051 0.073 0.002 0.002 0.004 0.011 0.003

2691 keV (SEP) 0.057 0.052 0.074 0.001 0.001 0.004 0.005 0.002

2743 keV (SEP) 0.057 0.053 0.075 0.001 0.001 0.004 0.004 0.001

2762 keV (SEP) 0.055 0.050 0.071 0.002 0.001 0.004 0.005 0.002

2940 keV (SEP) 0.060 0.052 0.072 0.002 0.002 0.003 0.008 0.003

749 keV (DEP) 0.111 0.113 0.155 0.003 0.003 0.007 -0.002 0.004

1013 keV (DEP) 0.118 0.108 0.156 0.003 0.003 0.008 0.009 0.004

1577 keV (DEP) 0.119 0.113 0.161 0.001 0.001 0.008 0.006 0.001

1988 keV (DEP) 0.123 0.112 0.153 0.005 0.003 0.007 0.011 0.006

2180 keV (DEP) 0.119 0.114 0.164 0.002 0.002 0.008 0.005 0.002

2232 keV (DEP) 0.120 0.112 0.160 0.001 0.001 0.008 0.008 0.001

2251 keV (DEP) 0.124 0.120 0.170 0.003 0.003 0.008 0.004 0.004

2429 keV (DEP) 0.125 0.120 0.159 0.005 0.003 0.007 0.005 0.006
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is accounted for. From each fit result, a set of parameters describing a single peak shape

at the energy of the signal ROI can be extracted, along with a covariance matrix for those

parameters. From these fit results, we can compute the optimal ROI, detection efficiency

and uncertainty for each data set. An example of a calibration spectrum with the FWHM

curve fit to it is shown in Figure 4.7.
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Figure 4.7: A 228Th calibration run with the FWHM fit curve and individual uncertainties

at several peaks. This curve is used to compute the FWHM for a peak at a given energy.

The statistical uncertainties are extracted from the fit result. An additional systematic

uncertainty is added to account for the residuals.

4.3.1 Signal ROI Optimization

The signal region of interest around each peak is optimized based on the peak shape functions

as fit for each data set. The optimization follows the procedure laid out in Appendix B

and maximizes the rate sensitivity with respect to the region of interest upper and lower
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boundaries, Elow and Ehigh respectively:

Γ̂(Elow, Ehigh, B) ∝ DP
(
B(Ehigh − Elow)

)
εROI(Elow, Ehigh)

(4.6)

where DP is the discovery potential as defined in Appendix B, and a flat background with

background index B measured from data is assumed. The efficiency is defined by the CDF

of the Gaussian and LE tail components

εROI(Elow, Ehigh;µ, σ, ftail, τ) =
1

2

(
erfc

(
Elow − µ√

2σ

)
− erfc

(
Ehigh − µ√

2σ

))
+ ftailτ

(
ExGaus(Ehigh;µ, σ, τ)− ExGaus(Elow;µ, σ, τ)

) (4.7)

The optimal ROI is numerically calculated by minimizing 1

Γ̂(Elow,Ehigh,B)
with respect to Elow

and Ehigh using MINUIT[114].

4.3.2 Background ROI Selection

For each peak, a background ROI of width 50 − 100 keV surrounding the peak is selected.

The ROI is selected to avoid any known background peaks and exclude them with at least

99.9% efficiency. A 99.9% exclusion region calculated from the peakshape function is selected

around the peak and removed from the background ROI.

4.3.3 ROI Detection Efficiency and Uncertainty

The ROI detection efficiency is calculated from the CDF defined in Equation 4.7. The

covariance matrix of the peak shape parameters obtained from the fit result is used to

calculate the statistical uncertainty of the efficiency. Several additional systematic effects

must also be accounted for:

• Gain drift: 228Th energy calibrations are taken once per week, for 90 minutes each.

In between these calibration runs, the energy calibration parameters undergo small

adjustments that result in energy inaccuracies for background runs taken in between.

This gain drift results in an increase in the width of the peak, which is accounted
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for by adding in quadrature σdrift to the value of σ obtained from the fit. This also

results in the dominant systematic uncertainty on the peak width, δfwhm,drift. The

gain drift also results in a small systematic error in the measured energy of the peak

δµ,drift. A detailed description of the measurement of this systematic effect is contained

in Reference [115].

• Energy nonlinearity: While the energy response for HPGe detectors is ostensibly

linear, several factors result in small nonlinearities. Local nonlinearities that are corre-

lated over small energy scales of arise from the response of the Gretina digitizers. While

these nonlinearities are corrected for, a residual nonlinearity of ∼0.1 keV with a period

of ∼300 keV remains. Global nonlinearities result from systematic uncertainties in the

energy estimation. One source of global nonlinearity arises from uncertainty in the start

time of the waveform, which is energy dependant. Another is a small quadratic term

resulting from charge recombination. Because calibrations are performed on peaks with

energies ranging from 238 keV to 2614 keV, energy shifts due to global nonlinearities

are very small in this range and local energy nonlinearities dominate. At smaller and

larger energies, the shifts can be as large as ∼0.5 keV in some detectors. In addition to

this bias, energy nonlinearities result in an increase in σ as a result of the combining of

peaks from different detectors with different shifts; however, since the energy calibra-

tions include all detectors, this shift is already included in the fit result, so no action is

required. Energy nonlinearities also have a significant affect on the uncertainty in the

measured peak energy, δµ,NL, which is a dominant uncertainty. A detailed description

of the measurement of each of these systematic effects is contained in Reference [115].

• Detector Crosstalk: Because we are searching for peaks in coincidence events, the

possibility for a distortion in the energy measurement due to crosstalk between the

involved events exists. This effect is measured in Section 4.3.4 to be small enough

that no energy correction or peakshape correction is required. However, this effect

does contribute to small uncertainties in the peak position, δµ,xtalk and peak width,
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δfwhm,xtalk.

Once these uncertainties have been measured, they must be propagated into the detection

efficiency. The statistical and systematic uncertainties on µ and the FWHM are added in

quadrature to obtain δµ and δfwhm. The uncertainty on the FWHM is used to calculate a

width scale uncertainty, δα, which is simply the fractional uncertainty on the FWHM. To

compute the uncertainty on the efficiency, the efficiency is computed after modifying the

peakshape parameters by one-sigma in either direction. For the uncertainty from the width,

we take:

σεROI ,fwhm =
1

2

(
εROI(Elow, Ehigh;µ, σ(1 + δα), fLE, τ(1 + δα))

− εROI(Elow, Ehigh;µ, σ(1− δα), fLE, τ(1− δα))
) (4.8)

Because the ROI is optimized around µ, shifts in the peak in either direction will cause

a reduction in efficiency. For this reason, we must perform a second order propagation of

uncertainties with respect to δµ. The result is a slight degradation in the efficiency, so that

εROI =
εROI(Elow, Ehigh;µ+ δµ, σ, fLE, τ) + εROI(Elow, Ehigh;µ− δµ, σ, fLE, τ)

2
(4.9)

and

σεROI ,µ = εROI(Elow, Ehigh;µ, σ, fLE, τ))− εROI (4.10)

These uncertainties are taken to be uncorrelated and added in quadrature to obtain the final

uncertainty on the ROI efficiency. Table D.19 contains a full summary of all of the energy

uncertainties, the ROIs, and the ROI efficiencies and uncertainties.

4.3.4 Detector Crosstalk

Detector crosstalk is caused when a true signal in one detector channel induces a small signal

in another channel. This is not a large enough effect to trigger events in a separate channel,

meaning that it does not effect single-detector events. However, it could produce an energy

estimation error in multi-detector events since coincident pulses could induce signals that

interfere either constructively or destructively, shifting the measured energies. In practice,
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this could produce both a shift and additional uncertainty in both the measured energy of

the peak and in the width of the peak. To check for this effect, we can look at multi-detector

events in 228Th calibration data. In particular, we will compare the centroid and FWHM for

several peaks in both single-detector events and multi-detector events.

5 peaks were selected from the 208Tl γ cascade, at 277, 583, 763, 860 and 2614 keV,

and one additional peak was selected from the 212Bi cascade, at 785 keV. These peaks were

selected based on their prominence in the high multiplicity hit spectrum. The combined

calibration spectra from dataset 6 were used to perform this analysis. These peaks were fit

individually, and the centroid and FWHM were computed for multiplicity 1 and multiplicity 2

events. Figure 4.8 shows the results of these measurements. While a very small reduction in

peak centroid and increase in peak width are observed, the shifts are small compared to the

existing uncertainties in these parameters. As a result, we will ignore this shift and instead

compute an uncertainty in each parameter caused by crosstalk. We will treat the systematic

error as uncorrelated between the peaks and compute the necessary error needed to make

the combined statistical and systematic errors large enough to make the χ2 value computed

by comparing these peaks equal to 1:

χ2 =
N∑
k=0

(cenk,m1 − cenk,m2)2

σ2
cen,k,m1 + σ2

cen,k,m2 + δ2
µ,xtalk

(4.11)

χ2 =
N∑
k=0

(FWHMk,m1 − FWHMk,m2)2

σ2
fwhm,k,m1 + σ2

fwhm,k,m2 + δ2
fwhm,xtalk

(4.12)

Both systematic errors are numerically computed using a Brent minimization algorithm. The

results are δµ,xtalk = 0.012 keV and δfwhm,xtalk = 0.011 keV, both of which are subdominant

uncertainties.

4.4 Background Cuts

By making use of known properties of background events, data cleaning cuts can be designed

to selectively reduce backgrounds while minimizing sacrifice of excited state events. Because
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Figure 4.8: Difference of the measured centroid and FWHM of several 228Th calibration

peaks. Error bars represent the fit errors. Notice on the bottom right, that any difference is

not visible to the naked eye.
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of the multi-detector event nature of the event selection, many of these background cuts are

designed to make use of observables from the detector hits in coincidence with candidate

hits.

4.4.1 Enriched Source Detector Cut

Since the ββ E.S. events must originate in 76Ge, events are far likelier to originate in enriched

HPGe detectors than those with natural germanium isotopic abundances. There are 29.8 kg

of enriched detectors, with 88.1± 0.7% abundance of 76Ge and 14.4 kg of natural detectors,

with 7.83 ± 0.07% abundance of 76Ge. This means that 95.8 ± 0.1% of ββ E.S. events will

originate in enriched detectors. If we assume that background events will hit all detector mass

at the same rate, then we would expect only 67% of hits from background events involving

two detectors to be in coincidence with a hit in an enriched detector. This means that a

significant gain in sensitivity can be acheived by cutting hits that are not in coincidence with

an enriched detector hit. While the detection efficiency of this cut is expected to be close to

95.8%, the actual efficiency is measured from simulations, and tends to be greater, since a

greater proportion of enriched detectors are active compared to natural detectors.

•
•
•

•
•
•

•
•
•

μ

ββ
At least one coincident detector must be enriched

Module 1:            16.9 kg (20) enrGe

5.6 kg (9) natGe

Module 2: 12.9 kg (15) enrGe

8.8 kg (14) natGe

Figure 4.9: Diagram showing each detector in each module, arranged by which string and

position they are in. Enriched detectors are colored green and natural detectors are colored

blue. 95% of 76Ge in the array is contained in the enriched detectors.
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4.4.2 Coincident and Sum Energy Cuts

The greatest source of background events is expected to be γ-rays from a handful of known

primordial and cosmogenic isotopes. Because γ-rays are monoenergetic, they will often

present a clear detection signature that can be targeted. γ-rays will often Compton scatter

from one detector into another, depositing their entire energy between the two. For this

reason, events whose total energy is equal to the energy of a known γ can be cut. β-decays

will often result in a cascade of multiple γs, at least one of which may be fully absorbed

in a single detector. These events can be cut by searching for a coincident detector with

energy equal to that of a known γ. Finally, whereas the ββ decay spectrum approaches zero

amplitude at low energies and at Qββ, the Compton continuum of γs has a large amplitude

at low energies. This means that sensitivity can be gained by setting low- and high-energy

thresholds on hits in coincidence with a candidate event. These combined backgrounds can

be reduced by cutting events with either sum energies or coincident hit energies that fall in

a set of energy ranges. For ββ E.S. modes with multiple γs, the optimal energy ranges will

differ between natural and enriched detectors, since natural detectors will mostly include

hits from one of the γs, while enriched events will include ββ hits, γ hits, and pileup events

including both of these, allowing a much wider energy range. For this reason, a separate set

of coincident cut energy ranges are used for natural and enriched detectors.

The energy ranges that are cut can be determined by comparing the background model

simulation to simulations of each ββ E.S. decay mode. An algorithm was written that

simultaneously selects a set of both sum and coincident energy ranges to cut that optimizes

discovery potential, as defined in Appendix B. The algorithm begins by identifying events

in the ββ E.S. simulation that include at least one hit consisting of the full absorption of

a γ photon and events in the background model simulation that include at least one hit in

the background region of interest. These events are then sorted into energy bins for each

coincident hit and for the sum energy of the event (a single event will be in multiple bins).

For each bin, the algorithm checks the change in discovery potential if the bin was toggled to
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be either cut or included. Following Equation B.10, the discovery potential will be improved

by toggling bin k if:

DP′(s ·NBG)
s · nk,BG

DP(s ·NBG)
<
nk,ES
NES

(4.13)

where NES and NBG are the total number of events remaining in the simulated ββ E.S.

and background spectra, respectively; s is a scaling to estimate the number of background

events in the data from the number in the simulation; and nk,ES and nk,BG are the number

of simulated ββ E.S. and background events contained in the bin. A χ value is computed

representing the normal quantile of the probability that cutting or including the bin will

improve the discovery potential. This is done by assuming that the uncertainty on the

number of events in the bin is Gaussian distributed, with standard deviations
√
nk,ES and

√
nk,BG, respectively. In this case, we get:

χk =

nk,ES
NES

−DP′(s ·NBG)
s·nk,BG

DP(s·NBG)√(
DP′(s ·NBG) s

DP(s·NBG)

)2

nk,BG +
nk,ES
N2
ES

(4.14)

All events in the bin with highest probability of improving the discovery potential are then

either cut or included, and must be cut or included to all other bins that they fall into. Note

that a included event will only be included if it is not cut by any other bin. This process

is repeated until toggling any bin will have χk < 0, meaning there is a < 50% chance of

improving the discovery potential. At this point, the bins are then combined in order to

determine the ranges of energies to be cut in sum energy and coincident energies.

Because of limited statistics in the simulations, this cut will be biased to cut events in bins

with a downward fluctuation in ββ E.S. rate and accept bins with an upward fluctuation,

and vice-versa for the simulated background model. In order to minimize this bias and

ensure that energy ranges are selected based on real backgrounds rather than statistical

fluctuations, a penalty is applied to the probability calculations if a new range would be

added. If a cutting or readding a bin would increase the number of energy ranges, a penalty

of 3 is added to the χ value, and if it would reduce the number of ranges, a penalty of -3 is

added. This corresponds to requiring a 99.8% chance that adding a new energy range will



116

represent an improvement before we conclude that it is not a statistical fluctuation. This

is inspired by the Akaike Information Criterion (AIC)[116], which adds a penalty of 1 to a

likelihood for each parameter added to a model. In this case, adding an energy range adds

two parameters to our cut, so the equivalent penalty is 1.5 per parameter, which is a larger

penalty than AIC. This difference can be explained by the fact that the AIC penalty of 1

requires 97.7% that toggling a bin represents an improvement; however, it has been observed

that ∼100 bins exist close enough to the threshold for inclusion or exclusion to accidentally

toggle the bin. As a result, using a penalty of 1 will result in multiple accidentally excluded

energy regions, on average, while a penalty of 1.5 will not.

To further control limited simulation statistics, a variety of bin widths is used to determine

the optimal energy ranges. This is necessary because with a narrow binning, bins do not

have enough statistics to overcome the penalty described above, but wider bins produce

very imprecise energy ranges. The algorithm starts by optimizing the cut ranges with a bin

width of 6.4 keV starting from a prior of cutting no energy ranges. Once this optimization

is complete, the bin width is split in half and the algorithm re-optimizes the energy ranges,

using the previous ranges as a prior. This halving of bin width is repeated until a final bin

width of 0.2 keV is reached. The results of this cut optimization procedure are shown in

figures 4.10 and 4.11.

The efficiency of each of the sum and coincident energy cuts can be evaluated by com-

puting the ratio of simulated ββ E.S. events that pass the cut to the total number of simu-

lated events. The primary source of uncertainty arises from imperfections in the simulated

ββ E.S. spectra produced by DECAY0 (see Section 3.2). Additionaly uncertainty in the

spectral shape arises from energy nonlinearity. Since the efficiency is calculated by inte-

grating over portions of the coincidence spectrum, an upper limit on the systematic error

can be found using the KS statistic of a comparison between the simulated spectrum and

the true spectrum. As discussed in Section 3.2.1, we can perform this comparison by using

the Kotila and Iachello spectrum as a proxy. This relies on the assumption that the Kotila

and Iachello spectrum has corrected the dominant errors in the DECAY0 spectrum; if any
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(c) Simulated BG Coincident Energy Spectrum
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Figure 4.10: Top: Simulated sum energy spectra of simulated ES and BG events. The

events in red are cut by the sum- or coincident-energy cut. Note that regions around many

peaks are cut, as intended.

Bottom: Simulated energy spectrum of events in coincidence with events in the ROI. Excesses

in red are cut by the sum- or coincident-energy cut. Once again, regions around prominent

peaks are cut out as intended.
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Figure 4.11: 2D energy spectrum of simulated BG events. Blue bins have at least one hit

that passes both the sum- or coincident-energy cuts. For red bins, both hits have failed at

least one of these cuts. Green bins have at least one hit in the BG or ES ROI that passes

these cuts.

errors coexist in both spectra that have a similar order of magnitude, then this approach will

underestimate the uncertainty. To account for energy nonlinearity, each simulated energy is

shifted to represent the effects of digitizer nonlinearity and energy drift. Digitizer nonlin-

earity originates from the fact that some digitizer energy bins are slightly wider than others

and has an approximately sawtooth dependency on energy with a period of ∼600 keV. A

correction is applied that reduces the size of this nonlinearity to ∼0.1 keV in magnitude and

smooths it out significantly, as shown in Figure 4.12. Digitizer nonlinearity is included in

the simulation by shifting each energy according to a sawtooth function with rms 0.1 keV
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Figure 4.12: Digitizer nonlinearity before (red) and after (blue) being corrected. This

nonlinearity is measured by comparing the energy measured in the high gain channel to that

of the low gain channel.

and period 600 keV:

∆(E) =
√

3 · (0.1 keV)
(
rem(

E − 150 keV

600 keV
)
)

(4.15)

where rem is the remainder function as defined in the C++standard library. An additional

shift that is randomly sampled from a Gaussian distribution with standard deviation 0.00015·
E is applied to simulate the effect of gain drift, based on the drift observed during DS5. After

applying both of these alterations to the decay0 spectrum, a KS test is performed against

the Kotila and Iachello spectrum, and a maximum CDF difference of 0.08% is observed, as

shown in Figure 4.13. This difference is used as an upper limit on the uncertainty from the

energy range cuts for 2νββmodes.
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Figure 4.13: KS test comparing the CDFs of the simulated DECAY0 2νββ ground state

decay with energy nonlinearity modifications applied to the Kotila and Iachello simulated

spectrum.

For 0νββ, the energy ranges selected by this cut surround peaks corresponding to the

Qββs of the decay modes or sum peaks of the Qββ with a deexcitation γ. In this case, since

we are no longer integrating over a ββ-spectrum, the uncertainty in the efficiency will depend

on shifts in the peak, similar to the ROI-efficiency. Since the energy regions selected keep

at least 99.9% of these peaks in all cases, we can set an upper limit on the uncertainty by

checking the ROI efficiency uncertainty around the 2039 keV Qββ, assuming an ROI tuned

to select 99.9% of the peak. The uncertainty observed in this case is 0.325%, which is applied

to the energy range cuts for 0νββ modes. For both 0νββ and 2νββ modes, this efficiency

uncertainty is sub-dominant, so these highly conservative uncertainty estimates will suffice.

4.4.3 Muon Veto Cut

Cosmic ray muons have the potential to produce partical showers in the MAJORANA DEMON-

STRATOR that can produce multi-site event events and can activate short-lived isotopes that
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Figure 4.14: A cartoon of a particle shower created by a muon event. The particles produced

in such a shower can hit multiple detectors, producing multi-detector events.
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in turn may decay, producing delayed multi-site event events. Background events caused

by muons can be cut using the muon veto system described in Section 2.1.1. This analysis

follows the standard MAJORANA DEMONSTRATOR muon cut procedure, for which any HPGe

detector events occurring 20 ms before and 1 s after a tagged muon event are cut. This cut

will remove > 99.9% of events induced by the muon shower, based on simulations[86]. In

reality, the cut efficiency is slightly lower due to periods of time where the muon veto system

clock became desynchronized with the Germanium detector clock. The impact of this cut is

to reduce the total livetime in each module by < 40 s per day[86].

4.5 Combined Detection Efficiency for ββ E.S.

The final efficiency measurement combining all of the effects described in this chapter for each

ββ E.S. mode is measured directly from the simulations by computing the ratio of events that

survive all cuts and effects to the total number of generated events. The efficiency used is

the exposure-weighted average of the simulated efficiency for each subdataset. Because each

module is an independent measurement, separate efficiencies are measured for modules 1

and 2. Because of correlations causing the probability of certain effects causing sacrifice

of a ββ E.S. event to be conditional on other effects, the combined efficiency will differ

from simply being the product of the individual efficiencies. This means that the combined

efficiency εcomb for each effect k is:

εcomb =
N∏
k=0

P (event is cut|cuts 0 . . . k − 1 are applied) (4.16)

In spite of this, we will assume that the sources of error are uncorrelated and the fractional

uncertainty is independant of what other effects have been applied. The effect of this assump-

tion will be discussed below. This implies that the uncertainty on the combined efficiency,

σε,comb can be expressed as:

σε,comb = εcomb

√∑
k=0

N(
σε,k
εk

)2 (4.17)
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The values εk represent the probability of cutting an event assuming no other analysis cuts are

applied. Because of correlations among the cuts (particularly between the sum and coincident

energy cuts), this results in a double-counting of uncertainty, making this a conservative

estimate.

Table 4.5 shows the efficiency for each effect described in this chapter and uncertainty on

each efficiency, and the combined efficiency and uncertainty. Similar tables for each other

Source
Module 1

efficiency

Module 2

efficiency

Multi-Detector with

Full Energy γ
5.9± 0.2% 3.2± 0.5%

Region of Interest 87.9± 1.4% 87.9± 1.4%

Dead Layer 74.5± 4.3% 65.7± 6.0%

Detector Dead Times 97.5± 1.2% 98.1± 0.9%

Enriched Source Detector Cut 96.8± <0.1% 89.4± <0.1%

Coincident Energy Cut 88.5± 0.5% 84.4± 0.5%

Sum Energy Cut 60.2± 0.5% 54.0± 0.5%

Final Efficiency 2.29± 0.16% 0.97± 0.17%

Table 4.5: Table of detection efficiencies and uncertainties for 2νββ of 76Ge to the 0+
1

state of 76Se. Efficiencies of individual effects are calculated without applying other cuts;

because of correlations between cuts (especially the sum and coincident energy cuts), simply

multiplying these efficiencies together will underestimate the efficiency. The final efficiency

calculated here correctly accounts for such correlations. Note that the efficiencies are the

combined efficiency for the 559 and 563 keV peaks.

ββ E.S. peak are shown in Appendix D. In all cases the dominant uncertainties come from

either the dead layer thickness or the simulation uncertainty. Figure 4.15 shows the effect of
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each cut as it is applied sequantially to the 2νββ to 0+
1 peaks.
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Figure 4.15: The 559 and 563 keV peaks from the 2νββ decay to the 0+
1 decay mode, with

the effect of all cuts applied sequentially to simulated ES events. The cuts are applied from

top to bottom (i.e. red, blue, then green). Many events will be cut by more than one of

these; in that case it will be colored by whichever cut is applied first.
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Chapter 5

RESULTS OF THE MAJORANA DEMONSTRATOR’S SEARCH FOR
DOUBLE BETA DECAY TO EXCITED STATES

Now that we have found and characterized a specific detection signature for each decay

mode, we can apply this search to data. This result will look at open runs from datasets

1 through 6a that were designated silver or gold in run quality. The duty cycle and changes

that define each data set are shown in Figure 5.1. These were taken from January 12, 2016

to April 18, 2018, and contain a total of 13.4 kg y of isotopic exposure for module 1 and

7.9 kg y for module 2. Approximately half the data in these datasets is blinded, and is

not included in this analysis. The MAJORANA DEMONSTRATOR uses a statistical blinding

scheme in which 3/4 of runs are blinded administratively (i.e. through file access) in cycles

of 31 hrs of unblinded runs followed by 93 hrs of blinded runs. Unblinding data proceeds in a

staged fashion, where first single-site events, not including any interesting physics regions are

unblinded (i.e. no background ROI, 0νββ to the ground state ROI, low energy or multi-site

data). This data is used for a variety of data validation checks prior to unblinding of any

other data. The remaining data are separately unblinded after a collaboration review for

individual analyses and users. For this analysis, the multi-site events have been left blinded.

In the open multi-site data, 5558 multi-detector events were observed. A histogram of

the event multiplicities is shown in Figure 5.2, and a spectrum of all multiplicity 2 event

energies is shown in Figure 5.3.

5.1 Validation

In addition to the basic run selection and data cleaning validation checks that are run on

all multiplicity 1 data, we perform some additional checks on high multiplicity data. As
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DS0

M1#Commissioning

No#Inner#Shield

June#26—Oct.#7,#2015

DS1

M1#Inner#Shield

Dec.#31,#2015—May#24,#2016

DS2

M1#Multisampling

May#24—July#14,#2016

DS3

Module#1

M1#&#M2#Together#inHshield

Aug.#25—Sept.#27,#2016

DS4

Module#2

M1#&#M2#Together#inHshield

Aug.#25—Sept.#27,#2016

DS5a

Module#1&2

Integrated#DAQ#(high#noise)

Oct.#13,#2016—Jan.#27,#2017

DS5b

M1&#M2 Optimized#Grounding,#

10#kgHyr Analysis#Cutoff

Jan.#27—Mar.#17,#2017

Physics--Open

Physics--Blind

Disruptive Activities

Calibrations

Downtime

DS5c

Module#1&2

Blindness#Implemented

Mar.#17—May#11,#2017

DS6-(ongoing)

M1#&#M2#with#Multisampling

May#11—present

Figure 5.1: The duty cycles for each major dataset used in this analysis, and a brief dis-

cription of the major changes in configuration that define each data set.

previously, this section will describe these checks applied to the 2νββ to the 0+
1 state of 76Se.

Similar checks are performed on other decay modes in Appendix D.

5.1.1 Data Rate

Any spikes in the rate of multisite events would potentially indicate problems with run

selection or data cleaning. Significant variation in the data rate is expected due to changes

in which detectors are active. For this reason, the rate of multisite events with respect to the

sensitive exposure, defined as the exposure times the detection efficiency of ββ E.S. events, is

used instead. This quantity is interesting because the rate of observed ββ E.S. events should

be constant with respect to it. The changes in detection efficiency from one subdataset to

another for both backgrounds and ββ E.S. are highly correlated and driven by which detectors

are enabled. For this reason, we can reasonably expect that the backgrounds should also

have a nearly constant rate with respect to sensitive exposure, although differences between

background source positions and the distribution of 76Ge in the detectors imply that some
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Figure 5.2: The measured multiplicities for events in datasets 1-6a. For multiplicity 1 events,

only events with energy between 40 keV and 4 MeV were considered.

differences should be expected. Figure 5.4 indeed shows a slow reduction in the overall

background rate over time. One possible explanation for this is that a significant quantity of

68Ge exists in natural HPGe detectors as a result of cosmogenic activation, and has a half-

life of 271 days, which is observable on the timescale of the MAJORANA DEMONSTRATOR’s

operation. 68Ga is a β+ emitter which is a part of the 68Ge decay chain, which produces two

511 keV γs and has a high probability of producing multi-detector events.

5.1.2 Background Cut Evaluation

A second important check to ensure that the cuts applied to each ββ E.S. mode is to com-

pare each cut efficiency to the expected background cut efficiency. Since the background

model used for this analysis uses preliminary results, disagreement between the expected

and measured cut efficiencies could indicate a difference between the background model and

the measured backgrounds rather than a problem with the application of cuts. However, any

major discrepencies could indicate a bug in the analysis. To perform this comparison, the
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Figure 5.3: Measured energy spectrum of open multiplicity 2 events in datasets 1-6a.

cut efficiencies are measured both in terms of the total number of events cut, εtotal and the

number of events that are uniquely cut, εunique (i.e. not cut by any of the others). Table 5.1

lists each cut for the ββ E.S. decay to the 0+
1 state and the expected and measured cut

efficiencies. The expected background cut efficiencies, 〈ε〉 represent the fraction of simulated

events cut, measured as an exposure-weighted average across all open datasets. The mea-

sured background cut efficiencies, ε̂ represent the measured fraction of events cut. Statistical

uncertainties in the expected efficiencies are negligible compared to the uncertainties in the

measured efficiencies, and are not included. The sacrifice is the number of events uniquely

sacrificed by the cut. ∆DP is the expected improvement in discovery potential, defined in

Appendix B, as a result of the cut. Figure 5.5 shows the effects of data cuts on multiplicity 2

events. Figure 5.6 shows the effects of cuts on events in the ROI in both measured and

simulated data.



129

C
u

t
N

am
e

C
u

t
D

es
cr

ip
ti

on
〈ε
to
ta
l〉

ε̂ t
o
ta
l

〈ε
u
n
iq
u
e
〉

ε̂ u
n
iq
u
e

S
ac

ri
fi

ce
∆

D
P

E
n

ri
ch

ed
S

o
u

rc
e

D
et

ec
to

r
C

u
t

A
n
y

o
th

e
r
d
e
te

c
to

r:
i
s
E
n
r

M
1:

M
2:

23
.2

%

42
.7

%

27
.2

+
3
.8

−
3
.5

%

62
.8

+
7
.0

−
7
.6

%

2.
2

%

4.
4

%

2
.0

+
1
.5

−
0
.9

%

4.
7

+
4
.4

−
2
.3

%

0.
7

%

2.
1

%
7%

C
o
in

ci
d

en
t

E
n

er
g
y

C
u

t

N
o

o
th

e
r

d
e
te

c
to

r:
(

(
(
e
n
e
r
g
y
<
4
0
.
6
)

|
|

(
e
n
e
r
g
y
>
4
0
2
.
6

&
&

e
n
e
r
g
y
<
4
0
9
.
6
)

|
|

(
e
n
e
r
g
y
>
5
0
6
.
8

&
&

e
n
e
r
g
y
<
5
1
2
.
4
)

|
|

(
e
n
e
r
g
y
>
6
0
8
.

&
&

e
n
e
r
g
y
<
6
1
0
.
2
)

|
|

(
e
n
e
r
g
y
>
1
1
7
0
.
6

&
&

e
n
e
r
g
y
<
1
1
7
5
.
)

|
|

(
e
n
e
r
g
y
>
1
2
3
5
.
)
)

&
&

i
s
E
n
r

)
|
|

(

(
(
e
n
e
r
g
y
<
8
3
.
)

|
|

(
e
n
e
r
g
y
>
2
2
8
.
2

&
&

e
n
e
r
g
y
<
3
5
0
.
6
)

|
|

(
e
n
e
r
g
y
>
4
7
5
.
2

&
&

e
n
e
r
g
y
<
5
1
6
.
8
)

|
|

(
e
n
e
r
g
y
>
5
6
6
.
6

&
&

e
n
e
r
g
y
<
6
1
3
.
4
)

|
|

(
e
n
e
r
g
y
>
7
3
7
.
4
)
)

&
&

!
i
s
E
n
r

)

M
1:

M
2:

29
.6

%

37
.5

%

33
.3

+
4
.0

−
3
.8

%

48
.8
±

7
.5

%

4.
4

%

4.
2

%

4
.8

+
2
.1

−
1
.5

%

2.
3

+
3
.6

−
1
.4

%

3.
9

%

3.
5

%
7%

S
u

m
E

n
er

g
y

C
u

t

N
o
t:

(
s
u
m
E
<
8
7
0
.
)

|
|

(
s
u
m
E
>
8
7
0
.
6

&
&

s
u
m
E
<
8
7
7
.
6
)

|
|

(
s
u
m
E
>
8
7
8
.

&
&

s
u
m
E
<
8
9
1
.
)

|
|

(
s
u
m
E
>
8
9
1
.
2

&
&

s
u
m
E
<
9
1
3
.
8
)

|
|

(
s
u
m
E
>
9
6
0
.
8

&
&

s
u
m
E
<
9
7
2
.
)

|
|

(
s
u
m
E
>
1
0
6
6
.
8

&
&

s
u
m
E
<
1
0
7
2
.
6
)

|
|

(
s
u
m
E
>
1
1
7
0
.
8

&
&

s
u
m
E
<
1
1
7
4
.
6
)

|
|

(
s
u
m
E
>
1
3
3
0
.

&
&

s
u
m
E
<
1
3
3
3
.
6
)

|
|

(
s
u
m
E
>
1
4
5
8
.
2

&
&

s
u
m
E
<
1
4
6
1
.
8
)

|
|

(
s
u
m
E
>
1
7
6
1
.
8

&
&

s
u
m
E
<
1
7
6
5
.
8
)

|
|

(
s
u
m
E
>
1
7
9
4
.
4
)

M
1:

M
2:

75
.0

%

75
.6

%

74
.8

+
3
.4

−
3
.7

%

74
.4

+
6
.0

−
7
.2

%

44
.5

%

33
.0

%

41
.5

+
4
.1

−
4
.0

%

25
.6

+
7
.2

−
6
.0

%

31
.8

%

32
.1

%
20

%

C
o
m

b
in

ed
C

u
ts

M
1:

M
2:

84
.5

%

89
.5

%

84
.4

+
2
.8

−
3
.2

%

95
.3

+
2
.3

−
4
.4

%
–

–
44

.9
%

53
.1

%
27

%

T
ab

le
5.

1:
T

ab
le

of
d
et

ec
ti

on
effi

ci
en

ci
es

an
d

u
n
ce

rt
ai

n
ti

es
fo

r
2ν
β
β

of
7
6
G

e
to

th
e

0+ 1
st

at
e

of
7
6
S
e.



130

0 20 40 60 80 100

 Integrated Sensitive Exposure (kg y)

0

10

20

30

40

50

60

70

80

90

 r
at

e 
(e

ve
nt

s/
kg

 y
)

All m>1 Events

m>1 Events in BG ROI

Events in BG ROI (all cuts)

(a) Module 1

0 5 10 15 20 25

 Integrated Sensitive Exposure (kg y)

0

20

40

60

80

100

120

 r
at

e 
(e

ve
nt

s/
kg

 y
)

All m>1 Events

m>1 Events in BG ROI

Events in BG ROI (all cuts)

(b) Module 2

Figure 5.4: Event rate with respect to sensitive exposure, or the detection efficiency of the

2νββ decay to the 0+
1 excited state times the exposure. Integrated exposure is the total

sensitive exposure prior to an event. The background rate is expected to be mostly flat, with

differences discussed in Section 5.1.1.

5.2 Results

5.2.1 Statistical Methods

Neyman confidence intervals are computed for each peak in each ββ E.S. decay mode, and

each module. For a given peak k, the expected number of signal counts is

〈sk〉 = ln 2
NA

m76

εk
MisoTlive
T1/2

(5.1)

where Miso is the total isotopic mass and Tlive is the livetime (MisoTlive is the exposure and

is calculated in Section 4.2.1 to be 13.356 ± 0.021 kg-y for module 1 and 7.872 ± 0.13 kg-y

for module 2. εk is the total detection efficiency of the decay mode using peak k, and is

calculated in Chapter 4, and can be found in Appendix D. m76 = 0.0759214 kg is the molar

mass of 76Ge, and NA = 6.02214076× 1023 is Avagadro’s number. Fun fact: an Avagadro’s

number of avocados has approximately the volume of Mars. We will define the single count
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Figure 5.5: Energy spectrum of multiplicity 2 events. Red events are events that are cut.

For blue events, at least one of the hits passes all cuts; however, the other hit may fail. For

green events, one of the hits must both pass all cuts and place the event in the BG or ES

ROI. Note that the green events include any events of multiplicity > 1; for higher multiplicity

events, instead of showing the energy in the second detector, the sum of the energy in all

other detectors is shown.
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Figure 5.6: Effect of cuts on all events in the BG and ES ROIs. Events are applied in

sequence from top to bottom, meaning that if an event is cut by multiple cuts, it will be

colored based on the first cut that applied. Both the simulated and measured event spectra

are shown for comparison.
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half-life to be

T ∗k = ln 2
NA

m76

εkMisoTlive (5.2)

which is the decay half-life that would produce on average one count in signal ROI k.

Because of the nearly background free nature of this search, a likelihood construction is

used that assumes Poisson statistics for the number of counts in the signal and background

ROIs.

Lk(T1/2, T
∗
k , bk|nk,mk, 〈T ∗k 〉, σT ∗,k, τ) =

µnkk e
−µk

nk!
· (bkτ)mke−bk/τ

mk!
· 1

σT ∗,k
√

2π
e
− (T∗k−〈T

∗
k 〉)

2

2σ2
T∗,k

µk = sk + bk =
T ∗k
T1/2

+ bk

(5.3)

T1/2 represents the decay mode half-life and is the parameter of interest. T ∗k and bk are nui-

sance parameters representing the measured single count halflife and expected backgrounds

in the ES ROI, respectively. µk is the total expected number of counts, combining back-

ground and signal, in the ES ROI. nk is the measured number of events in the ES ROI and

is expected to be drawn from a Poisson distribution with mean µk. mk is the measured

number of events in the BG ROI and is expected to be drawn from a Poisson distribution

with mean bk/τ , where τ is the ratio between the number of expected background counts in

the BG ROI to the number in the ES ROI. Note that since these events are multi-detector

events, it is possible for multiple hits in the event to fall into one of the ROIs; however, we

will choose a single hit to represent the whole event. In this case, any hit that falls into the

ES ROI takes precedence over any hit that falls into the BG ROI, and if multiple hits fall

into the ES ROI, one is chosen at random. This approach would produce a very small bump

in an otherwise flat background at the ES ROI; this is accounted for in the calculation of

τ . τ is usually determined based on the background simulation; however, in cases where the

simulation statistics are limited after applying all cuts, a flat background is assumed and

the ratio of the ES ROI width to the BG ROI width is used. 〈T ∗k 〉 represents the expected

value of T ∗k based on previous measurements of exposure and detection efficiency, which is
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assumed to have Gaussian uncertainty:

σT ∗,k = 〈T ∗k 〉
√

(
σε,k
εk

)2 + (
σexposure
MisoTlive

)2 (5.4)

The implementation of Equation 5.3 is performed by the TRolke class in ROOT [117]. This

likelihood function is used to compute a likelihood ratio

LRk(T1/2) =
supT ∗k ,bk

(
Lk(T1/2, T

∗
k , bk|nk,mk, 〈T ∗k 〉, σT ∗,k, τ)

)
supT1/2,T ∗k ,bk

(
Lk(T1/2, T

∗
k , bk|nk,mk, 〈T ∗k 〉, σT ∗,k, τ)

) (5.5)

The TRolke class analytically computes the supremum over T ∗k and bk, returning the log-

likelihood difference. The implementation is parameterized in terms of Γ = 1
T1/2

, which is

restricted to positive values; if the supremum of the function has a negative value of Γ, then

the value at Γ = 0 is used instead. Since the likelihood ratio is expected to be χ2-distributed,

to construct a 90% confidence interval, we seek the values of T1/2 corresponding to a log-

likelihood ratio value of 2.7. In cases where the lower limit on γ is found to be < 0, a lower

limit on T1/2 is reported.

After constructing confidence intervals for each peak and module individually, a combined

confidence interval is constructed for each ββ E.S. decay mode. A combined log-likelihood

over all peak/module combinations k is defined by

log
(
L(T1/2)

)
=

N∑
k=0

supT ∗k ,bk
(
log
(
Lk(T1/2, T

∗
k , bk|nk,mk, 〈T ∗k 〉, σT ∗,k, τ)

))
(5.6)

This construction relies on the fact that the T ∗k and bk values across each peak can be

independantly maximized, enabling the continued use of the TRolke implementation. A

combined likelihood ratio is constructed:

log
(
LR(T1/2)

)
= log

(
L(T1/2)

)
− supT1/2

(
log
(
L(T1/2)

))
(5.7)

and used to compute a confidence interval as above. Table 5.2 contains the limits constructed

for each decay mode, peak and module. For all modes, a lower half-life limit is set.

Note that each decay mode is analyzed independently. The problem with this approach

is that all decay modes have the 559 keV peak in common, meaning that the results will
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be correlated. For this result, since all modes only have a lower limit on half-life set, this

approach is not problematic since for any individual mode, we would take the supremum

over all other half-lives, which would be at or near infinity, resulting in the same sets of

equations used here. However, if the ββ E.S. to the 0+
1 mode is discovered, it will become

necessary to perform a full combined analysis.

The detection sensitivity is computed by constructing a toy Monte Carlo for each decay

mode, assuming that each T1/2 is infinite. For each sample i, a random ni and mi is drawn

from a Poisson distribution with mean bk and mk. The confidence interval for a measurement

with these values is computed. The median sensitivity is extracted by taking the median

lower half-life limit over all samples. For the results in Table 5.2, 100001 samples were used.

5.2.2 Limits and Sensitivities

The limits and sensitivities for each peak and module individually, and the combination for

each mode, are shown in Table 5.2. Figure 5.7 shows the event spectrum after all cuts have

been applied with both ROIs highlighed.



136

510 520 530 540 550 560 570 580 590

Energy (keV)

0

1

2

3

4

5

C
ou

nt
s

ES ROI

BG ROI

Figure 5.7: Events that pass all cuts for the 2νββ to 0+
1 decay mode. The ES and BG ROIs

are highlighted. Note that these ROIs undergo small variations from dataset to dataset, and

the ROIs drawn here are averaged over all datasets. The energies shown in this spectrum are

the energies of the hit that places the event in the ROI. A single event will only be placed

once into an ROI; however, as drawn here, if multiple hits in a single event fall into an ROI,

they will all be drawn.
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Decay Mode Peak Module nROI mBG
Expected

ROI BGs
T ∗ (×1023y)

T1/2 (×1023y)

90% Limit

T1/2 (×1023y)

90% Sensitivity

0+g.s.
2νββ−−−−→ 0+1

559 keV
M1 2 23 0.88 8.41± 0.60 > 1.9 > 3.2

M2 0 2 0.09 2.10± 0.37 > 1.5 > 1.5

563 keV
M1 0 23 0.97 8.42± 0.60 > 6.2 > 3.2

M2 0 2 0.08 2.08± 0.37 > 1.5 > 1.5

Combined > 6.8 > 7.0

0+g.s.
2νββ−−−−→ 2+1

559 keV
M1 0 16 0.68 10.43± 1.04 > 7.7 > 7.7

M2 0 1 0.04 2.66± 0.88 > 1.8 > 1.8

Combined > 9.6 > 5.3

0+g.s.
2νββ−−−−→ 2+2

559 keV
M1 2 38 1.46 7.24± 0.87 > 1.8 > 2.9

M2 0 5 0.22 1.89± 0.85 > 1.2 > 1.2

657 keV
M1 1 20 0.69 5.49± 0.70 > 1.8 > 4.0

M2 0 3 0.10 1.50± 0.74 > 0.9 > 0.9

1216 keV
M1 0 29 0.79 3.14± 0.84 > 2.2 > 1.1

M2 0 4 0.14 0.77± 0.93 > 1.1 > 1.1

Combined > 5.7 > 5.3

0+g.s.
0νββ−−−−→ 0+1

559 keV
M1 0 2 0.09 11.47± 0.98 > 8.4 > 8.4

M2 0 0 0.00 2.92± 0.56 > 2.1 > 2.1

563 keV
M1 0 2 0.09 11.32± 0.96 > 8.3 > 8.3

M2 0 0 0.00 2.86± 0.55 > 2.1 > 2.1

Combined > 21.1 > 21.1

0+g.s.
0νββ−−−−→ 2+1

559 keV
M1 0 0 0.00 12.04± 1.31 > 8.8 > 8.8

M2 0 0 0.00 3.01± 1.02 > 2.0 > 2.0

Combined > 11.0 > 11.0

0+g.s.
0νββ−−−−→ 2+2

559 keV
M1 0 2 0.08 7.16± 0.95 > 5.2 > 5.2

M2 0 0 0.00 1.81± 0.85 > 1.1 > 1.1

657 keV
M1 0 7 0.27 7.00± 0.96 > 5.1 > 5.1

M2 0 1 0.02 1.76± 0.90 > 1.0 > 1.0

1216 keV
M1 0 0 0.00 3.23± 0.85 > 2.3 > 2.3

M2 0 0 0.00 0.81± 0.95 > 0.2 > 0.2

Combined > 16.0 > 16.0

Table 5.2: Results for all decay modes.
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Chapter 6

CONCLUSION

6.1 Summary of Results

The results presented in this dissertation represent the best limits to date for each 76Ge

ββ E.S. decay mode. Meaningful constraints are placed on the value of the ββ E.S. to the

0+
1 nuclear matrix element. This chapter will place the results of this analysis in the context

of previous results and theoretical predictions. It will also discuss the potential for future

improvements on this result.

6.1.1 Comparison to GERDA Phase I result

GERDA phase I published the previous best results for all 2νββ decay modes in 2015, using

22.3 kg-y of exposure[57]. This result, using 21.3 kg-y of exposure has achieved a significantly

higher sensitivity and limit. GERDA employed similar analysis techniques to this result, but

the MAJORANA DEMONSTRATOR enjoys several advantages in performing searches in multi-

site detectors. First, the GERDA liquid argon veto acts as shielding for γs that travel between

HPGe detectors. A 600 keV γ has a mean free path through liquid argon of ∼9 cm, and

the spacing between different GERDA strings is several cm, resulting in significantly lower

detection efficiency compared to the MAJORANA DEMONSTRATOR. For the decay to the 0+
1

state, GERDA had a detection efficiency of 0.989 %, while the MAJORANA DEMONSTRATOR

had an efficiency of 1.71%, exposure-averaged between the two modules.

In addition, GERDA has a significantly higher background rate in the ROI: for the decay

to the 0+
1 state, GERDA expects 7.9 background counts while the MAJORANA DEMON-

STRATOR expects 2.02 counts. One reason for this, is that the MAJORANA DEMONSTRAT-

OR has significantly better resolution: the FWHM for a 583 keV coincident γ is 1.3 keV
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Table 6.1: A comparison between the key parameters behind the results for MAJORANA

DEMONSTRATOR and GERDA for each 2νββ to excited states mode. Backgrounds and

efficiencies are combined across modules and peaks. Limits and sensitivities are at 90%

Neyman confidence level.

MAJORANA (21.3 kg) GERDA (22.3 kg-y)

2νββ E.S.

Decay Mode

Exp.

BGs

Eff.

(%)

Limit

(1023 y)

Sensitivity

(1023 y)

Exp.

BGs

Eff.

(%)

Limit

(1023 y)

Sensitivity

(1023 y)

0+
g.s.

2νββ−−−→ 0+
1 2.02 1.71 > 6.8 > 7.0 7.9 0.919 > 3.7 > 1.9

0+
g.s.

2νββ−−−→ 2+
1 0.72 1.06 > 9.6 > 5.3 2.4 0.389 > 1.6 > 1.3

0+
g.s.

2νββ−−−→ 2+
2 3.40 1.64 > 5.6 > 5.3 8.7 0.686 > 2.3 > 1.4

for the MAJORANA DEMONSTRATOR, and 4.2 keV for GERDA. Electronic crosstalk in the

GERDA detector array increases the FWHM from 3.8 keV to 4.2 keV. The LMFE boards

(Section 2.2.1) and their proximity to the MAJORANA detectors provide low noise and min-

imal crosstalk (Section 4.3.4), and the charge trapping correction (Section 2.2.3) provides

further improvements. As a result, the MAJORANA DEMONSTRATOR uses separate ROIs

for the 559 and 563 keV γs that combine to a width of 3.3 keV, while GERDA uses a single

8.5 keV wide ROI. This explains most of the difference in background rates between the

experiments; if GERDA had the same ROI, the expected background rate would reduce to

3.1 counts. Additionally, the dominant background for GERDA in this search comes from

42K from the 42Ar-42K-42Ca chain inside of the liquid argon shield (see Figure 6.1). Because

this decay can emit γs from the interior of the detector array, it will produce multi-site events

with high enough energies to pass the coincident energy cuts at a relatively high rate. This

likely explains the remaining difference between the background rates.

Since publishing the phase I result[57], GERDA has implemented numerous improve-

ments that may improve on the previous result[47]. GERDA phase II has since replaced
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e 

5´

Figure 6.1: The measured GERDA single-hit and sum-energy spectra for high multiplic-

ity events compared with the measured data. The dominant background in this spectrum

originates from 42K in the liquid argon shield. Taken from [57].

many coaxial HPGe detectors with BEGe detectors, which are smaller, resulting in a more

granular array that will be more sensitive to multi-detector events. Additionally, the liquid

argon shield has been instrumented, enabling it to act as an active shield, which may reduce

backgrounds, and potentially could be used to detect γs from the excited state decays. 42K

backgrounds are expected to be reduced with the addition of protective shrouds around de-

tectors. Finally, improvements to the signal electronics and corrections for detector crosstalk

may be implemented to improve the energy resolution.

6.1.2 Comparison to Theoretical Predictions

Section 1.5.1 and table 1.2 presented various half-life calculations for the 2νββ to excited

state decay modes and discussed some of the factors that lead to an uncertainty spanning

orders of magnitude in half-life. Because of the large number of factors that affect these cal-

culations, it is difficult to draw conclusions about the different models based on a comparison
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to an experimental result. Nevertheless, we shall perform such a comparison: the 90% limit

presented in this document rules out all predictions made with QRPA-based models for the

2νββ to 0+
1 state (the largest prediction by Suhonen[57], calculated assuming a gA factor of

1.27, is disfavored with a p-value of 0.08). For the 2νββ to 2+
1 state the HFB prediction

by Dhiman and Raina[63] is newly ruled out. The 2νββ to 2+
2 state remains firmly out of

reach of experiments. For the 0νββ decay modes, a meaningful comparison between exper-

iment and nuclear theory calculations is not possible until the 0νββ to the ground state is

observed. In addition, it is difficult to predict how an error in the prediction of any 2νββ

to excited state half-life might correlate with an error in the 0νββ half-life predictions, for

reasons discussed in Section 1.5. Improvements in some of the existing models presented in

Table 1.2 and future models can use excited state results as an additional test. Ideally, they

will agree with a measured result of the excited state decay half-lives, and predict similar

values of the 0νββ nuclear matrix elements, with measurements across multiple isotopes.

Table 6.2 shows the current status of searches for 2νββ to 0+
1 states across multiple isotopes.

For a more complete discussion, see Barabash’s review [53].

6.2 The Future of ββ E.S. in 76Ge

The MAJORANA DEMONSTRATOR has been continuously acquiring data since the April 18,

2018 cutoff used in this analysis, and will continue to do so until it has a projected ∼100 kg-y

of exposure. In addition, much of the data-taking period remains to be unblinded, which

increases the available exposure before the cutoff to ∼40 kg-y. This increase in exposure

should increase the sensitivity to the ββ E.S. to the 0+
1 state half-life above 1024 y, potentially

enabling a test of the EFT prediction of 1.7 · 1024 y[56].

6.2.1 Potential Improvements

In addition to gathering additional exposure, other improvements to this search are possible.

In particular, the AvsE parameter, which is used to determine whether a waveform within

a single detector is multi-site or single-site (see Section 2.2.5), may be useful. When a γ is



142

Table 6.2: Table of results and predictions for the half-life of 2νββ to 0+
1 states across

multiple isotopes. For the RQRPA results, half-lives were calculated within the references;

for the IBM and EFT results, they were calculated using equation 1.30.

Experiment Theoretical T 2ν E.S.
1/2 (y)

Isotope T 2ν E.S.
1/2 (y) RQRPA[61, 118] IBM[55] EFT[56]

48Ca > 1.5 · 1020 [119] - 2.0 · 1023 -

76Ge > 6.8 · 1023 (1.0− 3.1) · 1023 7.1 · 1024 1.7 · 1024

82Se > 3.4 · 1022 [120] (1.5− 3.3) · 1021 4.1 · 1023 4.5 · 1022

96Zr > 3.1 · 1020 [121] (2.4− 3.8) · 1021 3.0 · 1024 -

100Mo 6.7+0.5
−0.4 · 1020 [53] (0.81− 4.1) · 1022 5.7 · 1021 5.2 · 1020

116Cd > 2.0 · 1021 [122] (1.6− 3.3) · 1024 8.4 · 1023 1.8 · 1023

130Te > 2.5 · 1023 [123] (7.2− 16) · 1023 3.0 · 1025 2.8 · 1025

136Xe > 8.3 · 1023 [124] (1.3− 8.9) · 1023 3.0 · 1025 -

150Nd 1.2+0.3
−0.2 · 1020 [53] - 1.9 · 1021 -
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Figure 6.2: A 583 keV peak from a 228Th calibration run using AvsE to select multi-site

events (blue). The effect is to keep 75% of events in the peak while keeping only 41% of

events in the continuum.

fully absorbed within a single detector, it will typically be detected as a multi-site event,

while most Compton continuum events are single-site. For example, the 583 keV γ from the

228Th spectrum is ∼75% multi-site, while the Compton continuum is only ∼41% multi-site,

as shown in Figure 6.2. If the peak search were to only look at multi-site events, it would

likely produce a small gain of up to ∼20% in sensitivity.

The coincident energy cut could also benefit from using AvsE. For decay modes with

only a single γ (such as the 2+
1 modes), the coincident detector in a true signal will have

only a single site, from the ββ-decay. On the other hand, for events with multiple γs,

coincident events with energy above the Q-value of the decay will result from events involving

the internal absorption of one of the γs; as a result, these events will be inherently multi-

site. Using AvsE in this cut will be especially important for differentiating between 2+
1

and 0+
1 events since they both involve a 559 keV peak. This means that some method of

differentiating between events involving one and two γs will be critical to differentiating
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Figure 6.3: Simulated energy spectrum for hits in coincidence with a 559 or 563 keV γ from

a 2νββ to 0+
1 event. The dt-heuristic was applied to simulate the effect of an AvsE cut.

events in this peak, and AvsE may provide the best way of doing so. A simulation of the

effect of AvsE on the coincident energy spectrum is shown in Figure 6.3. The reason AvsE is

not currently used for this search is that it cannot be simulated reliably. The current method

of simulating this parameter, called the dt-heuristic, is calibrated over an energy range close

to 2039 keV, and has a relatively high error at the energies of interest for this analysis.

Since this analysis relies heavily on uncertain simulations that would introduce significant

systematic error, and since the improvements brought by using AvsE are expected to be

small, this cut was not used for this analysis. However, further improvements to the dt-

heuristic and development of pulse-shape simulations that can improve AvsE simulation

may allow the implementation of this cut in the future.

6.2.2 Multi-Site Event Decomposition

In addition to distinguishing between single- and multi-site events, PPC HPGe detectors

offer the possibility to decompose a multi-site waveform and measure the energies of the
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Figure 6.4: A Wiener deconvolution of two current waveforms with a Lorentzian deconvolu-

tion kernel. The current peaks can be identified and their amplitudes calibrated to measure

energy. The waveforms were selected from the SEP and are expected to have a site with

1592 keV of energy.

component sites. Multi-site waveforms consist of multiple rises, as discussed in Section 2.2.5,

and the current amplitude of each individual rise is proportional to the energy contained in

the local charge cloud producing it. This proportionality is the reason the AvsE parameter

works: for a single-site, the maximum current amplitude should be some fixed fraction of

the total energy, while for multi-site waveforms, the current amplitude will be significantly

less. Due to electronic noise, however, picking out individual components of waveforms and

measuring the energy with each one is difficult. One method that has been demonstrated for

doing this is to apply a Wiener deconvolution filter, which uses deconvolution with a known

kernel function in order to sharpen the current peaks, combined with an optimal Wiener

filter to prevent noise from blowing up. A proof of principle for this technique is shown in

Figure 6.4.

To demonstrate the effectiveness of this technique, we can look at an inherently multi-

site event such as a single-escape event. The single-escape peak produced by the 208Tl
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Figure 6.5: Left: A 2D spectrum showing the energy of individual sites in multi-site events

from a 228Th calibration run, vs the total energy of the event.

Right: A profile along the single escape peak (total energy 2103 keV). The expected features

of a 1592 keV peak for the pair production site and a 511 keV Compton spectrum from the

γ are observable.

2614 keV γ will consist of a 1592 keV pulse, produced by the site of the pair production, and

additional sites that sum to 511 keV, produced by the annihilation γ. Figure 6.5 shows how

these expected features can be extracted from SEP events in a MAJORANA DEMONSTRATOR

calibration run. Using this technique, we are able to identify the 1592 keV site in 44% of

SEP events, a number that could significantly improve with refinements to the algorithm.

Multi-site event decomposition would be useful in searching for ββ E.S. events because

these events are inherently multi-site. The search presented here takes advantage of this by

looking at multi-detector events; however, often the γ-rays in these events will not escape

the source detector without losing at least some energy. In this case, the event would not be

visible using this search’s detection signature, but would be visible by looking for individual

sites that sum to the full γ energy. Based on simulations, 60% of 2νββ to 0+
1 events have the

full energy of at least one of the two γs absorbed inside of Germanium detectors, which sets

a much higher ceiling on the detection efficiency than the 2% used in this document. Using
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the 44% of pair production sites tagged in SEP events as a proxy, it is imaginable that such a

search could achieve a detection efficency of 20-25%, a ten-fold improvement over the current

search. This would also increase the measured background rate significantly, by introducing

single-detector multi-site backgrounds; furthermore, the poorer energy resolution for these

events would necessitate a wider ROI. Even so, this could produce a large gain in sensitivity.

6.2.3 Searching for ββ E.S. with LEGEND

LEGEND-200 is preparing to begin operation in 2021, with lower backgrounds than the

MAJORANA DEMONSTRATOR and GERDA and a target exposure of ∼1 t-y (Section 2.5).

In spite of this high exposure, however, many challenges remain for LEGEND-200 to offer a

significantly improved result in the search for ββ E.S.. LEGEND-200 will use the GERDA

liquid argon shield, which carries disadvantages for a ββ E.S. search due to higher back-

grounds and lower detection efficiencies. GERDA Phase II may find techniques to mitigate

these disadvantages, and will likely publish a result soon. In addition, LEGEND-200 is using

the inverted coaxial detector geometry, which increases the mass of each detector, but as

a result reduces the granularity of the detector array. This will further reduce detection

efficiency. Finally, once the ββ E.S. to the 0+
1 decay is discovered, it will act as the largest

background for the 2+
1 decay, which will further limit sensitivity without finding a method

to distinguish the two. For these reasons, LEGEND-200 may struggle to significantly im-

prove upon the final MAJORANA DEMONSTRATOR results without implementing many of

the improvements mentioned in the previous section.

If LEGEND-200 succeeds in these improvements and manages a measurement with> 10%

detection efficiency that remains nearly background free, future measurements could feasibly

have half-life sensitivities exceeding 1026 y. This would almost certainly observe the ββ E.S.

to 0+
1 decay mode (and if it didn’t that would be an interesting result in its own right!). It

would also begin to probe into the theoretical half-life predictions for the 2+
1 decay mode, with

potentially interesting results regarding a Bosonic component of neutrinos (Section 1.5.3,

[71]). With the same improvements and lower backgrounds, LEGEND-1000 may probe half-
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lives exceeding 1027 y, offering a strong possibility of observing 2νββ to the 2+
1 excited state.

Finally, under the optimistic scenario that LEGEND-200 discovers 0νββ, LEGEND-1000

may begin a search for 0νββ to excited states, with implications toward understanding the

underlying mechanism for 0νββ decay and the Majorana nature of neutrino mass.
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156

I. V. Kirpichnikov, A. Kirsch, A. Kish, A. Klimenko, R. Kneißl, K. T. Knöpfle,
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Appendix A

PEAK SHAPE DESCRIPTION AND MEASUREMENT

A.1 Peak Shape Function and Parameters

A moneenergetic energy peak in the MAJORANA DEMONSTRATOR is typically modelled

using the following peakshape function

PS(E;A, µ, σ, ftail, τ, hstep) = A
(
(1− ftail)Gaus(E;µ, σ)

+ ftail · ExGaus(E;µ, σ, τ)

+
hstep

2
erfc(

E − µ√
2σ

)
) (A.1)

where A is the total area of the peak. The peak shape consists of a Gaussian component:

Gaus(E;µ, σ) =
1√

2πσ2
exp(−(E − µ)2

2σ2
) (A.2)

and a low energy (LE) tail, defined as an exponentially modified Gaussian (exGaus) compo-

nent:

ExGaus(E;µ, σ, τ) =
1

2|τ |erfc(sgn(τ)
(E − µ) + σ2

τ√
2σ

)exp(
E − µ
τ

+
σ2

τ 2
) (A.3)

σ represents the gaussian width, τ represents the length of the LE tail, and ftail represents

the fraction of the peak contained in the LE tail. Note that this formulation of the ExGaus

function allows for negative values of τ , resulting in a high energy tail instead of a low energy

tail. These three parameters combine to define the width of the peak, while µ represents

the mean of the Gaussian component; note that the mean of the peak as a whole will be

lower due to the LE tail. The LE tail originates from position dependant factors in the

detectors that cause energy loss, including charge trapping and transition layers. Finally,

the peak shape contains a step component, described by the complementary error function

(erfc), where hstep defines the fraction of the peak amplitude that appears in the step. The
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Figure A.1: A 2614 keV calibration peak fitted to the peakshape function described by

equation A.1. The Gaussian component is shown in teal, the low energy tail in gold, the

step in dashed red, and the combined peak shape in red.

step is caused by factors that cause enough energy loss to pull events entirely out of the

peak, such as low angle scattering of a γ before entering a detector and detector transition

layers. Events in the step component are not considered part of the full energy peak, and the

step is primarily a factor for calibration events which must pass through the copper cryostat

which is not true of events that originate in the detectors. For this reason, the step is not

considered when optimizing the signal ROI. The peak shape function is shown in Figure A.1.

This peak shape function can be optionally extended with the addition of a high energy tail
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as follows:

PS(E;A, µ, σ, fLT , τLT , fHT , τHT , hstep) = A
(
(1− fLT − fHT )Gaus(E;µ, σ)

+ fLT · ExGaus(E;µ, σ, τLT )

+ fHT · ExGaus(E;µ, σ,−τHT )

+
hstep

2
erfc(

E − µ√
2σ

)
)

(A.4)

Typically, no high energy tail is used, meaning fHT = 0. A high energy tail is necessary

only if an abnormal peakshape appears. This can occur if the energy filter parameters are

mis-set, or if peaks other than full energy γ peaks are being fit, as is the case in Section 4.2.4,

where the single- and double-escape peaks are used.

A simultaneous fit of many peaks in a calibration spectrum is performed in order to define the

peak shape parameters at all energies. The peak shape parameters are defined as independant

functions of energies and several hyperparameters as follows

• A is independant of energy, since it depends on the relative intensities and the different

detection efficiencies of each γ.

• µ is also independant of energy. µ is ostensibly linear with respect to energy; however,

due to local and global energy nonlinearities, in order to avoid systematic errors in the

other peak shape parameters, this parameter is treated as independant.

• σ is defined as follows

σ(E) =
√
σ2

0 + σ2
1E + σ2

2E
2 (A.5)

σ0 arises primarily from electronic noise. σ1 arises primarily from the Fano factor F ,

and is ostensibly

σ2
1 = (2.35)2FεE (A.6)

where F = 0.08 and ε = 2.96 eV is the electron-hole production energy. In actuality,

other factors also contribute to σ1, so it is measured to be larger than expected. σ2
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arises from a variety of systematic energy uncertainties, including charge trapping, gain

drift and small errors in energy calculation.

• ftail is defined to be constant with respect to energy.

• τ is defined as linear with respect to energy

τ(E) = τ0 + τ1 (A.7)

τ1 arises primarily from charge trapping and transition layer events, each of which cause

charge loss. τ0, while expected to be zero, is necessary in order to obtain a strong fit

result.

• hstep is defined as

hstep(E) =
h0

E2
+ h1E

−0.88 (A.8)

The inverse square term arises from low angle scattering of γs as they approach the

detector. The second power law term arises from transition layer events, and the power

of -0.88 was empirically measured in simulations and data. This model is described in

greater detail in Section A.4.

The fit result of a simultaneous fit of 18 peaks from a 6 hour long 228Th calibration run is

shown in Figure A.2.

A.2 Performing a Simultaneous Fit

Because of the large number of fit parameters (∼35 parameters are used for weekly cal-

ibrations and ∼100 parameters are used with high statistics calibrations to perform more

detailed characterizations of parameters), and because of the highly correlated nature of some

of the parameters, the fit result is heavily dependant on the initial parameter guess. To en-

sure convergence on the global minimum of the negative log-likelihood in a timely manner,

Hamiltonian Monte Carlo (HMC) is used[125][126]. HMC is a Markov Chain Monte Carlo



175

220 240 260 280 300 320 340
Energy (keV)

210

310

C
ou

nt
s 

/ 0
.2

 k
eV

220 240 260 280 300 320 340
Energy (keV)

2−

0

2

4

P
ul

l

420 430 440 450 460 470 480 490
Energy (keV)

210

C
ou

nt
s 

/ 0
.2

 k
eV

420 430 440 450 460 470 480 490
Energy (keV)

2−

0

2P
ul

l

530 540 550 560 570 580 590 600 610 620
Energy (keV)

10

210

310

C
ou

nt
s 

/ 0
.2

 k
eV

530 540 550 560 570 580 590 600 610 620
Energy (keV)

2−

0

2P
ul

l

710 720 730 740 750 760 770 780 790 800
Energy (keV)

10

210

C
ou

nt
s 

/ 0
.2

 k
eV

710 720 730 740 750 760 770 780 790 800
Energy (keV)

2−

0

2P
ul

l

850 900 950 1000 1050 1100
Energy (keV)

1

10

210

C
ou

nt
s 

/ 0
.2

 k
eV

850 900 950 1000 1050 1100
Energy (keV)

2−

0

2

4

P
ul

l

1460 1480 1500 1520 1540 1560
Energy (keV)

1

10

C
ou

nt
s 

/ 0
.2

 k
eV

1460 1480 1500 1520 1540 1560
Energy (keV)

2−

0

2P
ul

l

1600 1610 1620 1630 1640 1650 1660 1670
Energy (keV)

1

10

C
ou

nt
s 

/ 0
.2

 k
eV

1600 1610 1620 1630 1640 1650 1660 1670
Energy (keV)

2−

0

2

P
ul

l

2550 2600 2650 2700 2750 2800
Energy (keV)

1−10

1

10

210

C
ou

nt
s 

/ 0
.2

 k
eV

2550 2600 2650 2700 2750 2800
Energy (keV)

2−

0

2P
ul

l

Figure A.2: A simultaneous fit of 18 peaks from a 6 hour long 228Th calibration run)
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(MCMC) technique that uses the parameter gradient of the negative log-likelihood in or-

der to take large steps through the parameter space with a high acceptance rate. Several

adaptations to the step sizes are applied, which prevent the algorithm used from exactly

converging to the posterior described by the log-likelihood with a flat prior. First, the step

size is increased by a factor of 1.1 after each successful step and decreased by a factor of

1.2 after each unsuccessful step. This adaptation asymptotically results in an acceptance

rate of ∼2/3, a target suggested by [126]. Second, the mass scale matrix is adapted to equal

the diagonal elements of the Fisher information metric between each step. This adaptation

is based on Riemann Manifold HMC[127], although it does not properly evolve the metric

between steps and will therefore fail to converge exactly. The combination of these adap-

tations results in a quick and reliable convergence that approximates the posterior, and is

very useful as a burn-in when fitting. The adaptations above are combined are run over

200 HMC steps, using the leapfrog algorithm with 50 leapfrog steps for each HMC step. In

addition, the evaluation of the parameter gradient of the negative log-likelihood is performed

analytically, which helps to speed up evaluation and ensure reliability.

After this HMC burn in is performed, the minimum negative log-likelihood sample is used

as an initial parameter guess for a gradient descent fit. The Minuit fitting package is used

to perform this fit[114]. Minuit evaluates for the parameters that maximize the likelihood

and uses the Hessian matrix to obtain a covariance matrix. This result is used to obtain the

values and errors of the calibration parameters.

A.3 Computing Auxiliary Parameters

In addition to the bare parameters used to describe this peakshape model, other auxiliary

parameters are often useful to calculate when using this model to characterize detectors.

Examples of such parameters include the values of the individual peakshape parameters for

an arbitrary peak energy, and other parameters that can be derived from the peakshape

function such as the peak centroid or full width at half max (FWHM). The peak centroid
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is used for the first stage of calibration and the FWHM is used when optimizing the ROI

for a peak. It is not ideal to numerically compute these parameters directly from the data,

because such a measurement would be biased by the background or by the step component

of the peakshape, which is not intrisic to the detectors. To do this, first we calculate the

value of the detector-intrisic peak shape parameters (i.e. µ, σ, fLE, τLE, fHE and τHE at

the desired energy using the functions used to describe each parameter. From here, derived

parameters can be calculated; for example, the centroid is

cen(µ, σ, fLE, τLE, fHE, τHE) = µ− fLE · τLE + fHE · τHE (A.9)

and the FWHM is numerically calculated by finding the half max energies and taking the

difference between them, assuming no background and no step. The uncertainties on these

parameters is computed from the covariance matrix. For parameter θ:

σ2
θ =

N∑
i=0

N∑
j=0

∂θ

∂pi
Σi,j

∂θ

∂pj
(A.10)

where pi are the set of model parameters.

A.4 The Step Height Model

The dependancy of the step height on energy is described by

hstep(E) =
h0

E2
+ h1E

−h2 (A.11)

The inverse square component arises from low angle scattering of γs as they approach the

detectors. This inverse square dependence can be analytically derived by taking the Compton

scattering differential cross section in the limit as scattering angle approaches 0[128]. h0

increases linearly with the thickness of shielding between the source and the detector. As

a result, the model parameters measured are valid only for γs from the calibration source;

peaks generated by other sources may have different steps, and peaks generated from a source

internal to the detector would be expected to measure h0 = 0.
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Figure A.3: Values of h2 from the step height model measured using a simultaneous peak

fit for simulations of the 228Th calibration source using different transition layer thicknesses.

The second power law term arises from the transition layer of the detectors. Because of this

model is nonlinear, floating the power parameter results in unreliable fitting for the standard

90-minute calibration runs, so h2 is empirically measured using both data and simulations

to be -0.88. Many simulations of the 228Th calibration source were run using the dead layer

model described in equation 3.1, and the thickness of the transition layer varied between

0 and 2 mm. For each simulation, a simultaneous fit of many peaks was performed, floating

all of the step height parameters. The values of h2 measured are shown in Figure A.3, and

have a stable value of -0.88 for dead layer thickness of < 1 mm. Typical dead layer thicknesses

for detectors are ∼0.5 mm. To measure this parameter from data, many peaks in a long

calibration run were used. A fit was then performed for each detector, floating h2 and fixing

h0. The value of h0 is fixed to a value extracted from a fit of a calibration simulation that

does not include the dead layer. The values of h2 were measured from simultaneous fits of the
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Figure A.4: Values of h2 from the step height model measured using a simultaneous peak

fit of the measured 228Th calibration spectrum. h0 was fixed to values measured from simu-

lations.

spectrum measured for each detector in a long calibration run, and are shown in Figure A.4.

The measured values have large systematic uncertainties that are not accounted for in the

fits, but the mean is consistent with the value of -0.88 measured using the simulations.

A.5 GAT Implementation

Implementations of the peak shape function, the parameter gradient of the peak shape func-

tion, the CDF of the peak shape function, and functions calculating various auxillary parame-

ters such as the FWHM, centroid and standard deviation are included in GATPeakShapeUtil.hh.
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Implementation of an energy range with a single peak on top of a quadratic background, along

with tools for fitting this energy region are included in GATPeakShape.hh. Implementation of

an energy region with multiple peaks included, with the peakshape parameters determined by

functions of energy and various hyperparameters are included in GATMultiPeakRegion.hh.

Implementation of the multi peak fitter, which manages many GATMultiPeakRegions and

the various parameter functions and hyperparameters, as well as many tools for computing

auxiliary parameters at various energies, are included in GATMultiPeakFitter.hh. Imple-

mentation of a combined likelihood function to be used for simultaneous fitting is included

in GATGlobalFitFCN.hh. Implementation of the HMC algorithm described in Section A.2 is

contained in GATHybridMonteCarlo.hh.
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Appendix B

SENSITIVITY AND DISCOVERY POTENTIAL

When performing rare event searches in the presence of backgrounds, it is often useful

to select regions of interest and data cleaning cuts that optimize the experimental sensitiv-

ity. Median n-σ count sensitivity, Ŝ(B, nσ) is defined as the median upper limit of an n-σ

confidence interval on the number of observed signal counts, assuming the presence of no

signal and backgrounds sampled from a distribution based on measured background level B.

A similar quantity, n-σ discovery sensitivity, is defined as the true strength of a signal that

would produce a discovery with significance n-σ 50% of the time. Unlike median sensitivity,

discovery sensitivity accounts for the distribution in the number of counts that would be

seen based on the true rate. For this reason, discovery sensitivity is a slightly more useful

quantity when projecting or optimizing an experiment’s sensitivity, even though median (or

mean) sensitivity is the quantity that is usually reported. For the purpose of this appendix,

we will focus on discovery sensitivity.

The sensitivity of the experiment to the total rate of the process being searched for is

Γ̂(B, ε, nσ) ∝ Ŝ(B, nσ)

ε
(B.1)

where ε is the total detection efficiency of the signal being sought. Optimizing event selec-

tion for a search requires balancing the tradeoff between reducing backgrounds, which will

decrease Ŝ(B), and improving signal detection efficiency.

When optimizing a search, it is useful to use certain approximations when calculating

sensitivity. In the high background limit, a common approximation is to assume the back-

grounds measured will have a gaussian distribution with standard deviation of
√
B. In this
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case, the discovery (and median) sensitivity will be

Ŝ(B, nσ) = nσ ∗
√
B (B.2)

This approximation fails, however, in the low background limit, where a better approx-

imation is that the background will instead be sampled from a Poisson distribution with

mean counts B. Because the Poisson distribution is a PDF over a discrete variable, the

resultent sensitivity will have step-like properties and must be solved for using a toy Monte

Carlo, properties that are not ideal for performing sensitivity optimizations. For this reason,

when computing the sensitivity we instead use the analytic continuation of the CDF of the

poisson distribution, which is the lower incomplete gamma function

γ(s, x) =
1

Γ(s)

∫ x

0

ts−1e−tdt (B.3)

In this case, we can find the sensitivity, by first numerically solving for the number of counts

required for an n-sigma discovery, N̂ , with expected backgrounds B, where

γ(N̂ + 1, B) = erfc(
nσ√

2
) (B.4)

To get the median sensitivity, we then numerically solve

γ(N̂ + 1, B + Ŝ) = 0.5 (B.5)

We define the function found by solving these equations to be the discovery potential[129],

Ŝ(B, nσ) = DP(B, nσ) (B.6)

For the purposes of this dissertation, we always use the 3-sigma discovery potential

DP(B) = DP(B, 3) (B.7)

Figure B.1 shows a comparison of the gaussian approximation for sensitivity to the discovery

potential. This function is implemented in GATPeakShapeUtils.hh as

GATPeakShapeFunction::DiscoveryLimit.
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Figure B.1: A comparison of the Gaussian approximation for sensitivity and the discovery

potential as a function of expected background level. Note that in the high background limit,

both formulations for sensitivity converge, as expected.

Next, we want to figure out how we will use these quantities to optimize our data se-

lection. To determine whether it is worth adding a cut or modifying a cut, consider the

efficiency and expected background counts before and after applying the cut (εi, Bi and εf ,

Bf , respectively). A cut represents an improvement if

Ŝ(Bf )

εf
<
Ŝ(Bi)

εi
(B.8)

Rearranging this, we get
∆Ŝ(B)

Ŝ(Bi)
<

∆ε

εi
(B.9)

If we assume that a small number of events are cut, we can Taylor expand:

∂Ŝ

∂B

∆B

Ŝ(B)
<

∆ε

ε
(B.10)
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∂ log
(
Ŝ
)

∂ log
(
B
) > False Positive Rate

True Positive Rate
(B.11)

Looking at figure B.1, we see that in the high background limit, using the Gaussian sensitivity

approximation we will draw the same conclusion about whether or not a cut is worth applying

regardless of the absolute background level. A cut is worth applying as long as the true

positive rate of the cut is twice the true negative rate. On the other hand, in the low

background limit, this is not the case; instead, as we approach zero background, we will be

less aggressive in cutting events. For this reason, experiments approaching the background

free limit will use wider regions of interest in peak searches.
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Appendix C

THE MAJORANA DEMONSTRATOR EVENT BUILDER

The primary purpose of the Majorana Demonstrator’s event builder is to convert

raw data files produced by ORCA into built files to be used in the next stages of analysis.

Built files use the .root file format, which is compatible with the root analysis framework.

Data is stored in these files as data objects from the Majorana Gerda Data Objects

(MGDO) library. The data is stored as events, which contain multiple waveforms and as-

sociated digitizer data such as energy and time that take place close together. The event

builder is responsible for combining individual data packets into events. In addition, the

event builder performs many basic data quality checks, or garbage checks.

C.1 Built File Contents

A built file is a ROOT file, which is written and read by the ROOT analysis framework.

ROOT files offer several advantages for storing large quantities of data: they enable relatively

simple interfacing with C++libraries, they are robust under schema evolution, and they

handle data compression automatically. Data is stored primarily in TTrees, which are buffers

containing a large number of same-class C++objects. The contents of the MJD built files

will be described in this section.

MGTree: A TTree containing Germanium detector data. The tree has the following two

branches:

run contains MJTRun objects which hold basic run data such as run number and

start and stop times.
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event contains MGTEvent objects, which contain the individual waveforms and asso-

ciated digitizer data and data about the event as a whole.

MGGarbageTree: A TTree containing Germanium detector data that has failed data qual-

ity checks. The tree has the following three branches:

run contains MJTRun objects which hold basic run data such as run number and

start and stop times.

event contains MGTEvent objects, which contain the individual waveforms and asso-

ciated digitizer data and data about the event as a whole.

garbageCode is a 32-bit mask encoding which garbage checks failed. The meaning

of each bit is in section C.3.2

VetoTree: A TTree containing veto data from the CaenV830Scaler card and Caen792Nqdc

cards. The tree has the following 4 branches:

run contains MJTRun objects which hold basic run data such as run number and

start and stop times.

vetoEvent contains MGTBasicEvent objects, which detector data from one scaler

data packet and several Nqdc data packets.

mVeto contains the event multiplicity, which is the number of QDC channels above

threshold.

vetoBits contains a 32-bit mask encoding the results of several checks described in

section C.3.3

headerXML: A string of the XML header from the ORCA file. This contains information

about the run configuration and is formatted as an XML plist.
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ChannelMap: A MJTChannelMap object, compiling information from the tables in the

MajoranaModel ORCA object, which describe which detector, pulser, and array posi-

tion corresponds to each channel. This is useful for obtaining information about each

channel, such as detector name and position. The channel map uses a table structure

with one row for each Germanium detector.

ChannelSettings: A MJTChannelSettings object. This contains information about the

settings for each card. These settings are stored as a tree, with a node hierarchy of

card name→ crate → card → setting name → channel.

builderInfo: A string containing information about how the file was built. It contains the

command used to build the file and information about the version of MJOR and its

dependancies.

C.2 Code Structure

MJOR is based on OrcaRoot, an object-oriented C++library designed to process an ORCA

data stream into a ROOT data structure, typically a TTree. OrcaRoot reads out one data

packet at a time using either the ORFileReader or ORSocketReader classes. A data processor

manager (class ORDataProcManager) passes each data packet to data processor classes

(inheriting from ORDataProcessor). MJOR contains data processors for the various data

readout cards used by the Majorana Demonstrator and data processors for combining

data into events and writing events to TTrees. The majorcaroot executable is used to setup

the data loaders that will be used for an ORCA datastream. This section will describe the

majorcaroot executable and the various data processor classes.

C.2.1 majorcaroot

majorcaroot is the executable used to run the event builder. The command line options are

described in section C.2.4. majorcaroot process each file twice. On the first pass, only the
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ORRunTimesCalculator is used, which only processes the run stop packet in order to find

the end time of the run, as recorded by ORCA, and the total number of data packets in the

run. After this, the run is processed again, with the processors handling the detector data.

When processing the data the second time, the data processor MOHeaderProcessor is

used. MOHeaderProcessor inherits from ORHeaderProcessor, which reads the XML header

from the ORCA datastream. MOHeaderProcessor also edits the XML header, if certain

command line options are used. For example, the run type can be changed or a special

channel map can be added.

C.2.2 Germanium digitizer processors

The event builder is represented by the class class MOEventBuilder, which is the data pro-

cessor responsible for building Germanium detector events. The data loader is represented

by the class MOEventDataLoader and daughter classes MOGretina4MDataLoader, MO-

Gretina4DataLoader, and MOSIS3302DataLoader, which are data processors responsible for

reading the waveforms and digitizer data out of the data stream. A flow diagram of the

Germanium data loader and event builder is shown in figure C.1.

At the start of the ORCA datastream, the event builder allocates the data structures

described in the following paragraphs. It creates the branches in MGTree and MGGarbage-

Tree, as described in section C.1. It also fills channel map with the contents of the tables in

the MajoranaModel section of the XML header, and the channel settings with the contents

of the hardware dictionary produced by OrcaRoot. Finally, it fills the MJTRun, using the

stop time and packet number found by the ORRunTimesCalculator. If either the datastream

is not an ORCA file or the file contains no run stop packet, the stop time and packet number

are set to zero.

When a digitized waveform is read from the ORCA datastream, the data loader class

requests an empty event from MOEventBuilder, which will be popped from a buffer of used,

empty events called the used event buffer. If the used event buffer is empty, a new event is

allocated instead. The purpose of the used event buffer is to recycle the waveform objects
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Figure C.1: Data flow diagram for building Germanium events as described in section C.2.2.

The logic for flushing the buffer is layed out in figure C.2

and avoid repeatedly allocating and deallocating large arrays. The data loader class fills

the empty event with a single MGTWaveform and MGTGretina4DigitizerData object, filled

using the data packet from ORCA. The data loader then performs waveform level garbage

checks for data corruption that can be detected within a single data packet. The event is

then passed to the event builder.

The event builder does one of three things with the new event. If the event was flagged

as garbage, it is immediately recorded into MGGarbageTree, cleared, and recycled into the

used event buffer. If the event builder is run in donotbuild mode, the event is immediately

recorded into MGTree, cleared, and recycled into the used event buffer. Otherwise, the

event is placed into the multibuffer, a C++standard library map from a channel number

to a C++standard library vector of single-waveform events. The multi-buffer structure is

used because data packets from within a single channel are time-ordered, but packets across

multiple channels are not. Thus, this structure does not require sorting events by timestamp

and it makes timestamp-based garbage checks much simpler to implement. Before being



190

added to the multibuffer, event-level garbage checks are performed, which require comparing

multiple waveforms and digitizer data. If these checks fail, the event is not recorded into the

multi-buffer, but instead is immediately written to the garbage tree, cleared, and recycled

into the used event buffer. Otherwise, the event is placed into the buffer for its channel and

the event builder checks whether or not to flush the oldest event from the multi-buffer.

The event buffer has two possible conditions for flushing the buffer. First, if all channels

have at least two events, the buffer will flush. This condition is chosen because once every

buffer has at least one event, no more waveforms should appear with a timestamp earlier than

any waveforms presently in the buffer. In order to ensure that the event builder can continue

to make event level garbage checks, it is important that each buffer is left with at least one

event, so the condition is two events in each channel instead of one. The second condition

for flushing the buffer is when the buffer has too many events or uses too much memory. The

exact condition can be changed by selecting the correct command line option. The default

option is to flush when 10000 events are in the multi-buffer. This second condition should

only be needed if one channel has a significantly lower data rate than the others, causing the

multibuffer to fill up. The buffer is flushed by merging any events within the time window

into a single built event. Events are merged by moving the waveform and digitizer data into

the built event. The merged event is then cleared and recycled into the used event buffer. If

an event is merged with a timestamp later than the latest timestamp in the event, the event

window is expanded and any waveforms in the new window are merged into the event. After

the built event has been filled, event parameters such as the oldest timestamp and total

energy of the event are set. Finally, the event is written to MGTree, cleared, and recycled

into the used event buffer.

This scheme for flushing the multibuffer can lead to misbuilt events under two conditions.

First, if the data rate is very high in at least one channel and very low in another, the high

rate channels can trigger the second condition and flush an event with a timestamp later

than a waveform in the low rate channel that has not yet been read into the buffer. In this

case, the low rate channel waveform will be written into the garbage tree. The data rates in
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Figure C.2: Diagram of multibuffer structure and logic for flushing events from buffer, as

desribed in section C.2.2.

MJD’s collaboration runs are not high enough to trigger this under ordinary circumstances.

If this does become a problem, it can be reduced by increasing the threshold for flushing the

buffer due to memory or event count. The second cause of misbuilt events is when the data

rate is high enough in enough channels that the sliding event window expands multiple times

and includes a waveform from a channel that has already appeared in the event. Ordinary

data rates in MJD calibration runs are not high enough to cause this to occur. This can be

made less likely by reducing the event window, which defaults to 10 µs

Once the entire ORCA datastream has been read by the event builder, any events remain-

ing in the multibuffer are merged and written to MGTree. Finally, MGTree, MGGarbage-

Tree, and the channel map and settings are written to the built file.

C.2.3 Veto processors

The data processors MOCaen792NqdcDataLoader and MOCaenV830DataLoader are used

to read data from the QDC and scaler cards, respectively. The class MOVetoDataLoader

combines the data from both of these processors into MGTBasicEvents and writes these

events into VetoTree. A dataflow diagram for the veto loader is shown in figure C.3. The
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Figure C.3: Data flow diagram for building Germanium events as described in section C.2.3.

expected ordering of data packets in the ORCA data stream for a veto event is a scaler data

packet followed immediately by a QDC packet for each QDC card. No other data packets

are expected between any of these. The veto loader is written with the expectation that

data packets appear in this order.

At the start of the ORCA datastream, VetoTree is initialized and its branches are created

as described in section C.1. The MJTRun is filled, using the ORRunTimesCalculator as

described in the previous section. A single MGTBasicEvent is allocated to act as a buffer

for the veto data.

Whenever a scaler data packet is read by the ORCA datastream, the data is stored by the

MOCaenV830DataLoader class. The data from only a single scaler packet is stored at any

given time, and should always consist of the most recently read scaler packet. When a QDC

data packet is read, the data from each channel is put into its own MJTVetoDetectorData

object along with the currently stored scaler data. Each detector data is placed into the

MGTBasicEvent buffer. Every time a scaler data packet is read, the MOVetoDataLoader

class writes the event buffer to VetoTree and clears the event. In this way, each QDC packet

is associated with the most recent scaler packet, as expected for the ordering of data packets

described at the start of this section. Before writing the event, several basic data checks,

described in section C.3.3, are performed and the vetoBits bitmask is set.

At the end of the ORCA datastream, the remaining data is written to VetoTree, and

VetoTree is written to the built file.
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C.2.4 majorcaroot usage and options

majorcaroot can be called either on a set of raw ORCA files or on a port of a socket.

The correct usage is majorcaroot [options] [input file(s)/socket host:port]. The

possible options are:

-h, –help : print a usage message and exit

-v, –verbosity [verbosity ] : set the severity/verbosity for the logger. Choices are: debug,

trace, routine, warning, error, and fatal.

-t, –eventwindow [time ] : set the windowing time for the event building. Format is

[number][unit] (no space). Unit choices are s, ms, us, ns. If not specified, majorcaroot

uses ”10us”.

-x, –disablevalidatexml : do not validate the XML plist in the ORCA file header. ORXmlPlist

will generate a warning. Use when not online.

-e, –nevents [num ] : Only process until nevents are in the output tree.

-s, –sis : use SIS3302 data loader.

-g, –gret : use Gretina4 data loader.

-G, –gretM : use Gretina4M data loader.

By default, majorcaroot will look into XML header to check which data loader to use.

–veto [on/off/qdconly/donotbuild ] : force veto loader on or off. Default is to turn on

if both Caen 792 Nqdc and Caen V830 scaler data are found. Use qdconly if scaler

card is not in use but qdc card is. donotbuild will write veto events whenever a qdc

data packet is encountered, meaning events only will contain data from a single qdc

packet.
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-n –nomca : do not use data builder for ORTEC 927 MCA even if MCA data exists.

-i, –mangleChannelIDsForGELATIO [num ] : subtract the [num] from all crate-card-

channel IDs (dangerous; for GELATIO users).

-C, –disablecollectgarbage : do not throw away bad events into MGGarbageTree.

-f, –fixheaderbools : fix booleans in XML header that have been stored incorrectly by

ORCA. This is only necessary for older versions of ORCA.

-r, –setrunbits [bits ] : Set run type bits to the given value. Can be given in decimal or

hexidecimal with prefix 0x.

–forcerunbitson [bits ] : Turn on all bits set to 1 and ignore bits set to zero. Can be used

in combination with –forcerunbitsoff.

–forcerunbitsoff [bits ] : Turn off all bits set to 1 and ignore bits set to zero. Can be used

in combination with –forcerunbitson

–setspecialchanmap [name of file : Set the special channel map to the contents of a file.

-D, –donotbuild : push events to the output tree for each digitizer record: do no time

sorting or event clustering.

-E, –doubleencoding : use double encoding instead of short. This results in a larger file

size.

-I, –ignoreenabled : do not check for bad channels. Do not flush buffer when all enabled

channels have events. This is for debugging purposes only.

-N, –limbufevents [num ] : flush buffer when it contains more than [num] events.
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-T, –limbuftime [time : flush buffer when it contains events older than [time] relative to

incoming events.

-M, –limbufmem [MB ] : flush buffer when it grows larger than [MB] megabytes ([MB]

should be an int).

-P, –limbufmempct [pct ] : flush buffer when it grows larger than [pct] percent of the

system memory (integer between 1 and 100).

Default limbuf method is equivalent to –limbufevents 10000.

C.2.5 majorcaroot checker

The majorcaroot checker program checks a single built file to ensure that they are built

correctly. The correct usage is majorcaroot checker [built file]. majorcaroot checker

accepts no options; instead, it reads the builderInfo string from the built file in order to

determine which options to use. majorcaroot checker is not guaranteed to correctly check

files that originated with majorcaroot from a different version of MJOR.

majorcaroot checker begins by looping through each of the TTrees in the file and per-

forming several checks on each event. A list is allocated with size equal to the total number

of data packets in the run in order to count the number of properly built events in each data

packet. If an event fails checks performed on it, then it is not added to this list.

In MGTree, each event is checked to ensure that it is in order by time and that each

waveform falls in the correct time window. The event is also checked to ensure that each

channel does not have multiple waveforms. Finally, each waveform is checked to ensure that

all MGTWaveform data members were filled and do not contain corrupt data.

In MGGarbageTree, specific checks are not performed on waveforms since any problems

are assumed to be related to the reason the waveform is in MGGarbageTree to begin with. If

the garbageCode indicates a corrupt data header or bad timestamp and the event occurred

in the middle of a run, a warning is emitted, since these types of garbage events are common
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at the start and end of runs, but not in the middle. After scanning through the tree,

majorcaroot checker outputs a list of each unique set of garbage bits in the tree, and how

many times they occurred.

In VetoTree, each veto event is checked to ensure that all data members are filled correctly.

After scanning through the tree, majorcaroot checker outputs a list of each unique set of veto

bits in the tree, and how many times they occurred.

After scanning each tree, the checker rescans the original ORCA file, assuming that the

original file has the same relative path as when majorcaroot was first run. The checker

scans using the MOOrcaFileFilter data processor. This processor takes the list of built data

packets that was filled while scanning each tree as an input. For each data packet that is

not found in the list or has the wrong number of entries (e.g. if a gretina data packet has

8 entries, but only 7 were found in MGTree with the correct index), the raw data record is

written into a new ORCA binary file. Furthermore, a count of the number of data packets

from each type of card in the file is given.

C.3 Bit Definitions

This section contains the definitions of garbage bits, run bits, and veto bits. These bits are

stored as 32-bit masks, with each bit representing some condition. Multiple bits may be set

at once. The bits are listed in tables from least significant bit to most significant bit, with

double lines breaking up hexadecimal digits. The bits are defined in MGDO in the header

file Majorana/MJTypes.hh, along with some basic commands for manipulating them.

C.3.1 Run bits

The run bits are contained in the XML header of the ORCA file and are read into the run

branch of each tree. These bits are set during ORCA run configuration, however options

exist to change these bits in the built file.
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bit name description

0 Maintenance This is already defined. It is tied to the operations

in ORCA and is used when the operator is making

changes, etc. to the configuration

1 bb-decay Selected for ”good” data taking.

2 Calibration-Prototype Set if calibration source present on Prototype.

3 Calibration-Module 1 Set if calibration source present on Module 1.

4 Calibration-Module 2 Set if calibration source present on Module 2.

5 Co60 Set for use of Cobalt-60 source.

6 Th228 Set for use of Th-228 source.

7 Partial shield Set if part of poly shield is not present.

8 Prototype offline Set if Prototype is offline.

9 Module 1 offline Set if Module 1 is offline.

10 Module 2 offline Set if Module 2 is offline.

11 Radon purge offline Set if radon purge is offline or abnormal.

12 Machine shop Set if work ongoing in machine shop.

13 Disruptive work Set if work in Detector Room might be disruptive to

data taking

14 Blank Monolith (East side) Set if blank monolith is in east shield spot.

15 Blank Monolith (South side) Set if blank monolith is in south shield spot.

C.3.2 Garbage bits

The garbage bits are encoded in the MGGarbageTree branch “garbageCode.” Each entry in

MGGarbageTree should have an event with a single waveform/digitizer data and a non-zero

garbage code. The first three bits are specific to the Gretina4M card/firmware and will not

be thrown for others. The remaining bits will be thrown for any card/firmware.
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bit name description

0 BadHeader1 The first word of a Gretina4M data packet is not 0xAAAAAAAA

1 BadHeader2 The second word of a Gretina4M data packet is not 0x000000D#,

where # is any hexidecimal digit

2 BadHeader3 The energy and timestamp in the Gretina packet header are both

zero

3 TooOld Waveform has a timestamp older than an event that has already

be written. This may indicate that the memory limits are too

stringent.

4 InvalidCard Waveform comes from a card that is not being read out by ORCA

5 InvalidChannel Waveform comes from a channel that is not enabled

6 TSOutOfOrder Waveforms within a single channel should be time ordered. If

a waveform comes after a waveform in the same channel with a

later timestamp, set this bit.

7 RepeatWF Two consecutive waveforms within a single channel have identical

waveforms

8 NWaveforms Event contains no waveforms. This case represents an exception

to garbage events having one waveform

9 AllZero Waveform has all zero entries

C.3.3 Veto bits

Veto bits are assigned to each veto event in VetoTree. The veto bits represont differences in

veto events from the expected configuration. Events that are tagged are not separated from

normal events, meaning that the veto bits can be set to zero.
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bit name description

0 MissingChannels <32 veto data objects exist in the event.

1 ExtraChannels >32 veto data objects exist in the event.

2 ScalerOnly Event has no QDC data. The event should contain a single veto-

data with only have time and scaler-related fields set.

3 BadTimeStamp Timestamp is 0xFFFF FFFF FFFF FFFF.

4 QDCOutOfSequence Event does not have the expected Scaler-QDC-QDC sequence.

This is set if fQDCIndex - fScalerIndex is not 1 or 2.

5 DuplicateChannel A QDC channel appears multiple times in a single event.

6 HWCountMismatch Event count on scaler changes from event count of QDC. This is

only set for the event where the mismatch occurs.
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Appendix D

DETAILED RESULTS FOR ALL DECAY MODES

The main document concerned itself primarily with the 2νββ of 76Ge to the 0+
1 excited

state. However, results are presented for all decay modes and energy peaks. This appendix

will present figures and tables detailing the simulations, cuts, efficiencies and results for each

decay mode and peak.

D.1 2νββ to 0+
1

Note that both the 559 and 563 keV peaks will be shown together since they use the same

sets of cuts.
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Figure D.1: Simulated multiplicity 2 energy spectrum of the 2νββ to 0+
1 decay mode
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(c) Simulated BG Coincident Energy Spectrum
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(d) Simulated ES Coincident Energy Spectrum

Figure D.2: Sum energy and coincident energy spectra for the 559 and 563 keV peaks.
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Figure D.3: Simulated and measured multiplicity 2 energy spectrum with sum and coincident

energy cuts included for the 559 and 563 keV peaks.
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Source
Module 1

efficiency

Module 2

efficiency

Multi-Detector with

Full Energy γ
5.9± 0.2% 3.2± 0.5%

Region of Interest 87.9± 1.4% 87.9± 1.4%

Dead Layer 74.5± 4.3% 65.7± 6.0%

Detector Dead Times 97.5± 1.2% 98.1± 0.9%

Enriched Source Detector Cut 96.8± <0.1% 89.4± <0.1%

Coincident Energy Cut 88.5± 0.5% 84.4± 0.5%

Sum Energy Cut 60.2± 0.5% 54.0± 0.5%

Final Efficiency 2.29± 0.16% 0.97± 0.17%

(b) Table of efficiencies

Figure D.4: Plot showing effect of cuts applied sequentially on ROI peak and table of detec-

tion efficiencies for the 559 and 563 keV peaks.
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Figure D.5: Effect of all cuts applied to measured and simulated background data.
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Figure D.6: Simulated multiplicity 2 energy spectrum of the 2νββ to 2+
1 decay mode
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(a) Simulated BG Sum Energy Spectrum
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(b) Simulated ES Sum Energy Spectrum
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(c) Simulated BG Coincident Energy Spectrum
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(d) Simulated ES Coincident Energy Spectrum

Figure D.7: Sum energy and coincident energy spectra for the 559 keV peak.
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Figure D.8: Simulated and measured multiplicity 2 energy spectrum with sum and coincident

energy cuts included for the 559 keV peak.
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(b) Table of efficiencies

Figure D.9: Plot showing effect of cuts applied sequentially on ROI peak and table of detec-

tion efficiencies for the 559 keV peak.
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Figure D.10: Effect of all cuts applied to measured and simulated background data.
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Figure D.11: Simulated multiplicity 2 energy spectrum of the 2νββ to 2+
2 decay mode

D.3.1 559 keV peak
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(a) Simulated BG Sum Energy Spectrum
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(b) Simulated ES Sum Energy Spectrum
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(c) Simulated BG Coincident Energy Spectrum
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(d) Simulated ES Coincident Energy Spectrum

Figure D.12: Sum energy and coincident energy spectra for the 559 keV peak.
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Figure D.13: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 559 keV peak.
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(a) Effect of all cuts on ROI

Source
Module 1

efficiency

Module 2

efficiency

Multi-Detector with

Full Energy γ
2.0± 0.2% 1.1± 0.5%

Region of Interest 87.1± 2.1% 87.1± 2.1%

Dead Layer 75.3± 4.2% 67.3± 5.7%

Detector Dead Times 97.6± 1.1% 98.2± 0.9%

Enriched Source Detector Cut 96.5± <0.1% 89.0± <0.1%

Coincident Energy Cut 89.7± 0.5% 85.9± 0.5%

Sum Energy Cut 78.3± 0.5% 73.3± 0.5%

Final Efficiency 0.99± 0.12% 0.44± 0.20%

(b) Table of efficiencies

Figure D.14: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 559 keV peak.
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Figure D.15: Effect of all cuts applied to measured and simulated background data.
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Figure D.16: Sum energy and coincident energy spectra for the 657 keV peak.
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Figure D.17: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 657 keV peak.
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(a) Effect of all cuts on ROI

Source
Module 1

efficiency

Module 2

efficiency

Multi-Detector with

Full Energy γ
1.8± 0.2% 1.0± 0.5%

Region of Interest 88.0± 1.8% 88.0± 1.8%

Dead Layer 75.6± 4.1% 66.9± 5.8%

Detector Dead Times 97.8± 1.0% 98.2± 0.8%

Enriched Source Detector Cut 96.6± <0.1% 88.6± <0.1%

Coincident Energy Cut 62.2± 0.5% 65.6± 0.5%

Sum Energy Cut 73.7± 0.5% 68.9± 0.5%

Final Efficiency 0.75± 0.10% 0.35± 0.17%

(b) Table of efficiencies

Figure D.18: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 657 keV peak.
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Figure D.19: Effect of all cuts applied to measured and simulated background data.
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D.3.3 1216 keV peak
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(b) Simulated ES Sum Energy Spectrum
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(c) Simulated BG Coincident Energy Spectrum
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Figure D.20: Sum energy and coincident energy spectra for the 1216 keV peak.
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Figure D.21: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 1216 keV peak.
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(a) Effect of all cuts on ROI

Source
Module 1

efficiency

Module 2

efficiency

Multi-Detector with

Full Energy γ
0.8± 0.2% 0.4± 0.5%

Region of Interest 87.5± 1.3% 87.5± 1.3%

Dead Layer 73.9± 4.4% 63.6± 6.4%

Detector Dead Times 97.5± 1.1% 98.1± 0.9%

Enriched Source Detector Cut 97.0± <0.1% 92.5± <0.1%

Multiplicity 2 Cut 99.6± <0.1% 99.8± <0.1%

Coincident Energy Cut 83.5± 0.5% 84.2± 0.5%

Sum Energy Cut 82.9± 0.5% 82.4± 0.5%

Final Efficiency 0.43± 0.11% 0.18± 0.22%

(b) Table of efficiencies

Figure D.22: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 1216 keV peak.
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Figure D.23: Effect of all cuts applied to measured and simulated background data.
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D.4 0νββ to 0+
1

Note that both the 559 and 563 keV peaks will be shown together since they use the same

sets of cuts.
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Figure D.24: Simulated multiplicity 2 energy spectrum of the 0νββ to 0+
1 decay mode
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(a) Simulated BG Sum Energy Spectrum
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(c) Simulated BG Coincident Energy Spectrum
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(d) Simulated ES Coincident Energy Spectrum

Figure D.25: Sum energy and coincident energy spectra for the 559 and 563 keV peaks.
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Figure D.26: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 559 and 563 keV peaks.
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Source
Module 1

efficiency

Module 2

efficiency

Multi-Detector with

Full Energy γ
5.8± 0.2% 3.1± 0.5%

Region of Interest 91.3± 1.1% 91.3± 1.1%

Dead Layer 69.3± 5.2% 60.7± 6.9%

Detector Dead Times 97.6± 1.1% 98.1± 0.9%

Enriched Source Detector Cut 97.0± <0.1% 90.2± <0.1%

Coincident Energy Cut 88.2± 0.3% 87.4± 0.3%

Sum Energy Cut 79.6± 0.3% 70.9± 0.3%

Final Efficiency 3.10± 0.26% 1.34± 0.26%

(b) Table of efficiencies

Figure D.27: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 559 and 563 keV peaks.
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Figure D.28: Effect of all cuts applied to measured and simulated background data.
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Figure D.29: Simulated multiplicity 2 energy spectrum of the 0νββ to 2+
1 decay mode



242

T
ab

le
D

.1
3:

T
ab

le
of

en
er

gy
es

ti
m

at
io

n
u
n
ce

rt
ai

n
ti

es
fo

r
th

e
55

9
ke

V
p

ea
k
.

D
S

E
p
ea
k

(k
eV

)

σ
f
it

(k
eV

)

σ
d
r
if
t

(k
eV

)

σ

(k
eV

)
f t
,f
it

τ f
it

(k
eV

)

δ µ
,f
it

(k
eV

)

δ µ
,N
L

(k
eV

)

δ µ
,d
r
if
t

(k
eV

)

δ µ
,x
ta
lk

(k
eV

)

δ µ
,p
ea
k

(k
eV

)

δ µ

(k
eV

)

F
W

H
M

(k
eV

)

δ f
w
h
m
,f
it

(k
eV

)

δ f
w
h
m
,d
r
if
t

(k
eV

)

δ f
w
h
m
,x
ta
lk

(k
eV

)

δ F
W
H
M

(k
eV

)
δ α

E
R
O
I
,1

(k
eV

)

E
R
O
I
,2

(k
eV

)
ε R

O
I

σ
ε R
O
I

D
S

1
55

9.
10

1
0.

46
0

0.
06

3
0.

46
4

0.
23

0
0.

51
5

0.
00

1
0.

10
4

0.
00

2
0.

01
2

0.
00

5
0.

10
5

1.
15

2
0.

00
1

0.
03

9
0.

01
1

0.
04

0
0.

03
5

55
8.

05
2

55
9.

95
9

0.
91

5
0.

01
1

D
S

2
55

9.
10

1
0.

46
1

0.
05

5
0.

46
4

0.
24

9
0.

51
5

0.
00

2
0.

06
7

0.
00

4
0.

01
2

0.
00

5
0.

06
8

1.
15

8
0.

00
1

0.
10

7
0.

01
1

0.
10

8
0.

09
3

55
8.

03
5

55
9.

95
7

0.
91

7
0.

02
3

D
S

3
55

9.
10

1
0.

47
0

0.
06

6
0.

47
4

0.
22

4
0.

50
5

0.
00

1
0.

02
6

0.
02

4
0.

01
2

0.
00

5
0.

03
8

1.
17

4
0.

00
1

0.
07

3
0.

01
1

0.
07

4
0.

06
3

55
8.

03
9

55
9.

97
7

0.
92

1
0.

01
6

D
S

4
55

9.
10

1
0.

45
5

0.
07

7
0.

46
1

0.
10

8
0.

44
5

0.
00

2
0.

07
6

0.
01

0
0.

01
2

0.
00

5
0.

07
8

1.
11

1
0.

00
1

0.
10

6
0.

01
1

0.
10

7
0.

09
6

55
8.

16
1

55
9.

96
6

0.
92

9
0.

02
4

D
S

5a
55

9.
10

1
0.

56
0

0.
08

5
0.

56
7

0.
10

6
0.

85
5

0.
00

2
0.

07
9

0.
00

5
0.

01
2

0.
00

5
0.

08
0

1.
36

7
0.

00
2

0.
05

5
0.

01
1

0.
05

6
0.

04
1

55
7.

94
2

56
0.

15
8

0.
91

8
0.

01
1

D
S

5b
55

9.
10

1
0.

46
9

0.
07

4
0.

47
5

0.
15

8
0.

49
1

0.
00

1
0.

02
0

0.
01

1
0.

01
2

0.
00

5
0.

02
6

1.
15

7
0.

00
1

0.
12

5
0.

01
1

0.
12

5
0.

10
8

55
8.

09
4

55
9.

98
6

0.
92

7
0.

02
7

D
S

5c
55

9.
10

1
0.

46
0

0.
08

5
0.

46
8

0.
17

4
0.

48
9

0.
00

1
0.

03
7

0.
03

0
0.

01
2

0.
00

5
0.

05
0

1.
14

5
0.

00
1

0.
16

2
0.

01
1

0.
16

2
0.

14
2

55
8.

09
5

55
9.

97
2

0.
92

4
0.

03
5

D
S

6a
55

9.
10

1
0.

45
6

0.
04

4
0.

45
8

0.
19

1
0.

46
3

0.
00

1
0.

06
9

0.
02

5
0.

01
2

0.
00

5
0.

07
5

1.
12

3
0.

00
0

0.
04

1
0.

01
1

0.
04

2
0.

03
8

55
8.

10
6

55
9.

95
1

0.
92

3
0.

01
0



243

C
u

t
N

am
e

C
u

t
D

es
cr

ip
ti

on
〈ε
to
ta
l〉

ε̂ t
o
ta
l

〈ε
u
n
iq
u
e
〉

ε̂ u
n
iq
u
e

S
ac

ri
fi

ce
∆

D
P

E
n

ri
ch

ed
S

o
u

rc
e

D
et

ec
to

r
C

u
t

A
n
y

o
th

e
r
d
e
te

c
to

r:
i
s
E
n
r

M
1:

M
2:

23
.2

%

42
.7

%

26
.5

+
3
.8

−
3
.5

%

62
.8

+
7
.0

−
7
.6

%

0.
0

%

0.
0

%

0.
0+

0
.7

−
0
.0

%

0
.0

+
2
.3

−
−

0
.0

%

2.
1

%

4.
5

%
-2

%

M
u

lt
ip

li
ci

ty
2

C
u

t
m
=
=
2

M
1:

M
2:

15
.4

%

11
.7

%

16
.3

+
3
.3

−
2
.8

%

16
.3

+
6
.4

−
4
.9

%

0.
0

%

0.
0

%

0.
0+

0
.7

−
0
.0

%

0
.0

+
2
.3

−
−

0
.0

%

0.
0

%

0.
0

%
0%

C
o
in

ci
d

en
t

E
n

er
g
y

C
u

t
A
n
y

o
th

e
r
d
e
te

c
to

r:
e
n
e
r
g
y
>
1
4
7
2
.
4

&
&

e
n
e
r
g
y
<
1
4
8
3
.
3

M
1:

M
2:

10
0.

0
%

10
0.

0
%

10
0.

0+
−

0
.0

−
0
.7

%

10
0.

0+
−

0
.0

−
2
.3

%

62
.7

%

47
.8

%

59
.9

+
4
.0

−
4
.1

%

27
.9

+
7
.3

−
6
.3

%

19
.0

%

20
.5

%
80

8%

C
o
m

b
in

ed
C

u
ts

M
1:

M
2:

10
0.

0
%

10
0.

0
%

10
0.

0+
−

0
.0

−
0
.7

%

10
0.

0+
−

0
.0

−
2
.3

%
–

–
22

.9
%

27
.9

%
99

4%

T
ab

le
D

.1
4:

T
ab

le
of

cu
t

d
es

cr
ip

ti
on

s
an

d
effi

ci
en

ci
es

fo
r

si
m

u
la

te
d

b
ac

k
gr

ou
n
d
s

an
d

m
ea

su
re

d
d
at

a
fo

r
th

e
55

9
ke

V

p
ea

k
.



244

600 800 1000 1200 1400 1600 1800 2000

 Energy (keV)

0

50

100

150

200

250

300

 C
ou

nt
s

Pass Cuts

Fail Cuts

(a) Simulated BG Sum Energy Spectrum

600 800 1000 1200 1400 1600 1800 2000

 Energy (keV)

0

50

100

150

200

250

300

350

400

 C
ou

nt
s

Pass Cuts

Fail Cuts

(b) Simulated ES Sum Energy Spectrum

0 200 400 600 800 1000 1200 1400

 Energy (keV)

0

50

100

150

200

250

300

350

400

450

 C
ou

nt
s

Pass Cuts

Fail Cuts
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Figure D.30: Sum energy and coincident energy spectra for the 559 keV peak.
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Figure D.31: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 559 keV peak.
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Multi-Detector with

Full Energy γ
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(b) Table of efficiencies

Figure D.32: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 559 keV peak.
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Figure D.33: Effect of all cuts applied to measured and simulated background data.
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Figure D.35: Sum energy and coincident energy spectra for the 559 keV peak.
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Figure D.36: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 559 keV peak.
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(b) Table of efficiencies

Figure D.37: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 559 keV peak.
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Figure D.38: Effect of all cuts applied to measured and simulated background data.
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Figure D.39: Sum energy and coincident energy spectra for the 657 keV peak.
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Figure D.40: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 657 keV peak.
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Full Energy γ
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(b) Table of efficiencies

Figure D.41: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 657 keV peak.
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Figure D.42: Effect of all cuts applied to measured and simulated background data.



260

C
u

t
N

am
e

C
u

t
D

es
cr

ip
ti

on
〈ε
to
ta
l〉

ε̂ t
o
ta
l

〈ε
u
n
iq
u
e
〉

ε̂ u
n
iq
u
e

S
ac

ri
fi

ce
∆

D
P

E
n

ri
ch

ed
S

o
u

rc
e

D
et

ec
to

r
C

u
t

A
n
y

o
th

e
r
d
e
te

c
to

r:
i
s
E
n
r

M
1:

M
2:

23
.9

%

43
.7

%

25
.2

+
3
.9

−
3
.5

%

60
.4

+
6
.8

−
7
.2

%

0.
6

%

1.
2

%

3.
7+

2
.0

−
1
.3

%

4.
2+

3
.9

−
2
.1

%

1.
4

%

3.
7

%
12

%

C
o
in

ci
d

en
t

E
n

er
g
y

C
u

t

N
o

o
th

e
r

d
e
te

c
to

r:
(

(
(
e
n
e
r
g
y
<
5
9
.
)

|
|

(
e
n
e
r
g
y
>
4
2
2
.
6

&
&

e
n
e
r
g
y
<
5
2
9
.
4
)

|
|

(
e
n
e
r
g
y
>
5
6
2
.
4

&
&

e
n
e
r
g
y
<
6
1
6
.
6
)

|
|

(
e
n
e
r
g
y
>
7
7
6
.
8

&
&

e
n
e
r
g
y
<
8
1
8
.
8
)

|
|

(
e
n
e
r
g
y
>
1
1
6
9
.
6

&
&

e
n
e
r
g
y
<
1
1
7
5
.
)

|
|

(
e
n
e
r
g
y
>
1
3
0
8
.

&
&

e
n
e
r
g
y
<
1
3
3
3
.
2
)

|
|

(
e
n
e
r
g
y
>
1
3
8
4
.
8
)
)

&
&

i
s
E
n
r

)
|
|

(
(
(
e
n
e
r
g
y
<
5
2
.
2
)

|
|

(
e
n
e
r
g
y
>
4
9
1
.
6

&
&

e
n
e
r
g
y
<
5
5
4
.
8
)

|
|

(
e
n
e
r
g
y
>
1
2
4
8
.
)
)

&
&

!
i
s
E
n
r

)

M
1:

M
2:

30
.4

%

29
.1

%

25
.2

+
3
.9

−
3
.5

%

16
.7

+
6
.0

−
4
.7

%

0.
8

%

0.
6

%

2.
2+

1
.7

−
1
.0

%

2.
1+

3
.2

−
1
.3

%

4.
9

%

3.
2

%
7%

S
u

m
E

n
er

g
y

C
u

t
N
o
t:

(
s
u
m
E
<
1
2
1
4
.
8
)

|
|

(
s
u
m
E
>
1
2
1
6
.
8

&
&

s
u
m
E
<
1
4
7
5
.
2
)

|
|

(
s
u
m
E
>
1
7
5
7
.
6

&
&

s
u
m
E
<
1
7
6
6
.
)

|
|

(
s
u
m
E
>
2
0
4
2
.
6
)

M
1:

M
2:

96
.9

%

97
.0

%

88
.9

+
2
.4

−
3
.0

%

91
.7

+
3
.2

−
4
.9

%

49
.8

%

36
.9

%

48
.9
±

4
.3

%

27
.1

+
6
.8

−
5
.9

%

11
.6

%

13
.6

%
20

7%

C
o
m

b
in

ed
C

u
ts

M
1:

M
2:

98
.5

%

99
.0

%

94
.8

+
1
.6

−
2
.3

%

97
.9

+
1
.3

−
3
.2

%
–

–
25

.7
%

34
.9

%
25

5%

T
ab

le
D

.1
8:

T
ab

le
of

cu
t

d
es

cr
ip

ti
on

s
an

d
effi

ci
en

ci
es

fo
r

si
m

u
la

te
d

b
ac

k
gr

ou
n
d
s

an
d

m
ea

su
re

d
d
at

a
fo

r
th

e
65

7
ke

V

p
ea

k
.



261

D.6.3 1216 keV peak
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(c) Simulated BG Coincident Energy Spectrum
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Figure D.43: Sum energy and coincident energy spectra for the 1216 keV peak.
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Figure D.44: Simulated and measured multiplicity 2 energy spectrum with sum and coinci-

dent energy cuts included for the 1216 keV peak.
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Full Energy γ
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(b) Table of efficiencies

Figure D.45: Plot showing effect of cuts applied sequentially on ROI peak and table of

detection efficiencies for the 1216 keV peak.
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Figure D.46: Effect of all cuts applied to measured and simulated background data.
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