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Physics

Though the existence of neutrino oscillations proves that neutrinos must have non-zero mass,

Beyond-the-Standard-Model physics is needed to explain the origins of that mass. One

intriguing possibility is that neutrinos are Majorana particles, i.e., they are their own anti-

particles. Such a mechanism could naturally explain the observed smallness of the neutrino

masses, and would have consequences that go far beyond neutrino physics, with implications

for Grand Unification and leptogenesis.

If neutrinos are Majorana particles, they could undergo neutrinoless double-beta decay

(0νββ), a hypothesized rare decay in which two antineutrinos annihilate one another. This

process, if it exists, would be exceedingly rare, with a half-life over 1025 years. Therefore,

searching for it requires experiments with extremely low background rates. One promising

technique in the search for 0νββ is the use of P-type point-contact (P-PC) high-purity Ger-

manium (HPGe) detectors enriched in 76Ge, operated in large low-background arrays. This

approach is used, with some key differences, by the Majorana and GERDA Collaborations.

A problematic background in such large granular detector arrays is posed by alpha parti-

cles incident on the surfaces of the detectors, often caused by 222Rn contamination of parts or

of the detectors themselves. In the Majorana Demonstrator, events have been observed

that are consistent with energy-degraded alphas originating near the passivated surface of



the detectors, leading to a potential background contribution in the region-of-interest for

neutrinoless double-beta decay. However, it is also observed that when energy deposition

occurs very close to the passivated surface, high charge trapping occurs along with subse-

quent slow charge re-release. This leads to both a reduced prompt signal and a measurable

change in slope of the tail of a recorded pulse. Here we discuss the characteristics of these

events and the development of a filter that can identify the occurrence of this delayed charge

recovery (DCR) effect, allowing for the efficient rejection of passivated surface alpha events

in analysis.

Using a dedicated test-stand called the TUM Upside-down BEGe (TUBE) scanner, we

have characterized the response of a P-PC detector like those used in the Demonstrator to

alphas incident on the sensitive surfaces, developing a model for the radial dependence of the

energy loss to charge trapping and determining the dominant mechanism behind the delayed

charge effect. We have also used these measurements to demonstrate the complementarity

of the DCR analysis with the drift-time analysis that is used to identify alpha background

candidate events in the GERDA detectors. Using these two methods, we demonstrate the

ability to effectively reject all alpha events (to within statistical uncertainty) with only 0.2%

bulk event sacrifice.

Applying the DCR analysis to the events observed in the Majorana Demonstrator,

we find that it reduces the backgrounds in the 0νββ region-of-interest by a factor of 29,

increasing the expected experimental sensitivity by a factor of 3 over the lifetime of the

Demonstrator. The results of the dedicated measurements in the TUBE scanner can

be used to build a background model for alpha decays in the Demonstrator; here, we

examine two simplified geometric models for the alpha source distribution and find that the

observed spectral shape is consistent with alpha events originating in the plastics of the

detector units.
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Chapter 1

NEUTRINO PHYSICS AND 0νββ INTRODUCTION

1.1 Neutrinos as a Key to New Physics

1.1.1 The “Desperate Remedy”

Since its introduction by Wolfgang Pauli in 1930, the neutrino has been allowing physicists to

reconcile theories and experimental results that did not quite align. At the time, the theories

in question were the conservation of energy and angular momentum; beta decay observations

seemed to violate these key principles. Instead of carrying away the full Q-value of the decay,

the observed electrons could carry off a range of energies up to that value. Total momentum

did not seem to be conserved, and instead of exiting the interaction going back-to-back, as

expected in a two-body decay under momentum conservation laws, the recoiling nucleus and

electron could have any angle between them.

As a “desperate remedy,” Pauli proposed the neutrino [62]– a light, neutral particle that

is created in the decay, carrying off the missing energy and momentum. If it did not interact

via the strong or electromagnetic forces, such a particle would be invisible to the beta decay

experiments. In fact, the elusive neutrino escaped detection for over twenty years, until it

was eventually observed in 1956 [35]. With the addition of this particle to the standard

model, beta decay was explained as a three-body process, and the conservation laws were

saved.
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1.1.2 The Solar Neutrino Problem

Along with the neutrino, the concepts of lepton number and lepton number conservation

were introduced. This value, in the standard model, is conserved in weak interactions, which

proceed via two classes of vertex, called the neutral and charged currents. The Feynman

diagrams for these processes are seen in Fig. 1.1. In the charged current interactions, charged

leptons (i.e. the electron, muon, or tau, or their antiparticles) couple to the neutrinos

via the W+ and W- bosons. In the neutral current interaction, any lepton couples to its

corresponding anti-lepton via the Z boson.

Figure 1.1: The primitive vertices of the Feynman diagrams for weak interactions between

leptons in the standard model. Equivalent vertices exist for the quarks. [59]

There are three observed active neutrino flavors, corresponding to the three charged

leptons, which form a basis of flavor eigenstates. They are created in these eigenstates; in a

charged current interaction emitting an electron, for instance, the standard model requires

that an electron anti-neutrino is also created. Originally, it was believed that neutrinos also

followed lepton-flavor conservation. Since in the standard model, neutrinos are massless,

that electron anti-neutrino would propagate in its flavor eigenstate, and remain an electron

anti-neutrino.

With this assumption firmly in place, physicists attempted to detect the neutrinos created
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in the sun. Ray Davis and his team, in the Homestake experiment (housed in the predecessor

to today’s Sanford Underground Research Facility), used a radiochemical technique based

on the inverse beta decay νe +37 Cl →37 Ar + e− to measure the integrated flux of νe with

energies over 0.518 MeV. Based on astrophysical models of solar fusion processes, over 6 SNU

(Solar Neutrino Units, a unit equivalent to one interaction per 1036 target atoms per second)

were expected [66] [21]. Measurements from Davis’s and other solar neutrino experiments,

however, consistently found about a third the flux that these models predicted [31]. Once

again the theory and the experimental results did not agree.

As in the 1930s, the unexpected physics of the neutrino saved the day. If the neutrino

was not massless, as the Standard Model seemed to assert, but instead had a small mass, it

would not propagate in its flavor eigenstate. Instead it would propagate in a mass eigenstate,

and if these eigenstates were not equivalent, it would change from one flavor to another as it

traveled from the sun to detectors on earth. Experiments like Davis’s, which were sensitive

only to electron-type neutrinos, would see fewer events than expected, but the deficit would

appear as a surplus in the muon- and tau-type neutrino fluxes.

Testing this theory required experiments that could detect the other neutrino flavors,

instead of just the solar flux of νe. With the construction of the Super-Kamiokande and SNO,

atmospheric neutrino disappearance [44] and flavor transformation [18] could be detected.

These two observations could only be reconciled by the theory of neutrino oscillations, and

the KamLAND experiment directly confirmed that oscillations were occurring [41].

1.1.3 Measuring Neutrino Properties

The mixing of the mass eigenstates in a given flavor eigenstate is described by the unitary

Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix,
νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uµ2 Uµ3



ν1

ν2

ν3

 (1.1)
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where ν1, ν2, and ν3 are the three distinct neutrino mass eigenstates and the Uij are the mixing

parameters. The matrix is generally parameterized using three mixing angles θ12, θ23, θ13 and

three phase angles, δCP , α1, and α2. In that case, the PMNS matrix can be expressed as:

U =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s23e
−iδCP

0 1 0

−s23e−iδCP 0 c13



c12 s12 0

−s12 c12 0

0 0 1




1 0 0

0 ei
α1
2 0

0 0 ei
α2
2

 (1.2)

where cij = cos θij and sij = sin θij.

This is the parametrization generally used to describe the results of neutrino oscillation

experiments. In general, the neutrino oscillation angles θij have been observed to be large,

unlike the equivalent mixing angles in the quark sector [59]. The only phase observable in

neutrino oscillations is δCP , which describes the quantity of charge-parity symmetry violation.

The other two phases, α1 and α2, are the Majorana CP-violation phases, which are discussed

in Sec. 1.1.4.

The probability of neutrino oscillation from one flavor, α, to another, β, is:

Pαβ =

∣∣∣∣∣∑
i

U∗αiUβie
−im2

iL/2E

∣∣∣∣∣
2

where L is the baseline length of the oscillations (i.e., the distance traveled by the neutrino),

E is the energy of the neutrino, and mi is the mass of the each mass eigenstate.

To see the the salient features of the mixing, we can examine the simplified case of

two-flavor mixing:

Pαβ = sin2(2θ)sin2

(
∆m2L

4E

)
where θ is the mixing angle between the two mass eigenstates, and ∆m2 ≡ m2

2−m2
1. As seen

here, the mixing between the flavors depends only on the mass-squared difference between

the states, and not on the state masses themselves, or on the sign of the differences between

the masses.

The same holds true in the full 3-flavor case. Therefore, in spite of the fact that the mixing

parameters and mass-splittings (the ∆mij) have been measured to fairly high accuracy by

oscillation experiments, we still have limited information about the other neutrino properties.
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The sign of ∆m2
ij does appear in the oscillation probability when the neutrino passes

through matter, instead of through vacuum, during its travel. The amount of matter needed

for the sign determination at current oscillation measurements’ sensitivity levels is large. At

the moment, only the sign of ∆m2
21, also called ∆m2

sol, is known. In this case, the neutrino’s

travel through the sun can be leveraged. From solar neutrino oscillation experiments like

SNO and SuperK it is known that m2 > m1 [59].

Many experiments plan to determine the sign of ∆m2
atm (i.e. ∆m2

23 or ∆m2
32, as the

case may be) in the coming decade [28], by measuring the effect of the earth’s matter on

neutrinos. Some plan to detect laboratory-produced beams of neutrinos at long baselines,

like DUNE [10], others plan to measure reactor neutrinos at middling baselines, like JUNO

[19] and RENO50 [51], and yet others plan to use atmospheric neutrinos, like PINGU [67]

and HyperK [4]. At the moment, however, the sign of ∆m2
23 is unknown, leading to what are

called the “normal” and “inverted” possible cases of the neutrino mass hierarchy, as seen in

Fig. 1.2 [48].

The normal hierarchy (NH) is referred to as such by analogy to the masses of the charged

leptons, since the small splitting between the two lightest species mimics the similar masses of

the e and µ, with the τ being significantly heavier. However, both hierarchies are considered

to be equally natural under the SM.

The overall mass of each of the eigenstates is also unknown. Direct mass measurements

studying the shape of β decay spectra are sensitive to the mix of mass eigenstates of the

electron-flavor neutrino:

m2
νe =

∑
i

|Uei|2m2
i

The most sensitive such limits come from the Mainz [54] and Troitsk [20] measurements of

tritium (3He) decay, which have set upper limits of 2.3 and 2.05 eV, respectively, on m(νe).

The KATRIN experiment plans to directly probe masses down to m(νe) ∼ 0.20 eV [63].

More stringent limits, below 0.29 eV, have been derived from cosmic microwave back-

ground observations [39], which are sensitive to the sum of the neutrino masses
∑
mi. These
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Figure 1.2: The two possible cases of the neutrino mass hierarchy [48]. The sign of ∆m2
21 is

known, but the sign of ∆m2
23 (or, equivalently, ∆m2

13) is not known.

measurements, however, are highly model-dependent.

The CP symmetry-violation phase δCP is also unknown. This parameter drives the po-

tential difference between the oscillation of the left-handed active neutrinos, and the right-

handed active antineutrinos. If charge parity (CP) symmetry is conserved, their oscillation

probabilities will be identical; any deviation indicates δCP 6= 0. Current measurements from

neutrino beam experiments like T2K [3] and NOνA [56] weakly disfavor CP conservation.

1.1.4 The Origins of Neutrino Mass

Because neutrino oscillations have been observed, at least two of the neutrino mass eigen-

states are required to be non-zero. The Standard Model description of how particles get

their mass, however, cannot be straightforwardly applied to the neutrino.

The Dirac Mass Mechanism

In the SM, fermions are described by a combination of four independent fields. Electrons,

for instance, are described with the fields (eL, eL, eR, eR), where L and R refer to left- and

right-chiral fields and the bar refers to charge-conjugation, i.e., the positron e+. Such Dirac
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particles receive their masses through interaction with the Higgs field, which couples the

left- and right-chiral fields of the same charge to one another. In other words, the Higgs

interaction changes the particle’s chirality, but not its charge.

In the SM, however, the right-chiral neutrino field νR and the left-chiral antineutrino field

νL do not exist; since the weak-interaction is maximally parity-violating, such fields would

be sterile. In other words, the W+(−) and Z bosons would not couple to them, and they

would be non-interacting. Unlike the charged particles of the SM, they are not needed to

fully describe the interactions we observe.

These fields can be added to the SM, making the neutrino a Dirac particle and granting

it mass via the Higgs mechanism. This mass mechanism, however, leaves a fine-tuning

problem. Current limits indicate that the neutrino mass is at least five to six orders of

magnitude smaller than the masses of the other standard model particles, and the theory

provides no justification for this large difference.

The Majorana Mass Mechanism

Since the neutrino is neutral, the four independent Dirac fields are not needed to fully

describe it. Instead, the neutrino could be described by just two fields, νL and νR. The

left-chiral field, in this case, corresponds to the particle we observe as the neutrino, and the

right-chiral field to the one we observe as the antineutrino. This would make the neutrino a

Majorana particle.

In this case, the particle would receive its mass from the the left-handed Majorana mass

term, which couples νR to νL. In other words, the Majorana mass term changes the particle’s

chirality and its charge. On its own, however, it is not renormalizible; some sort of Beyond-

the-Standard-Model physics is needed to act as a cut-off or to cancel the infinite terms. The

right-handed Majorana mass term (and therefore the sterile neutrino fields νR and νL) or

some other massive particle could perform this function.

The Majorana mass mechanism violates lepton-number conservation and allows for the

possibility of additional CP-violation. In the PMNS matrix, parametrized as in Eqn. 1.2,
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the Majorana phases α1 and α2 can now be observed.

Since the mass mechanism is completely different than that of the other SM particles,

the size of the neutrino mass is no longer unnatural. In fact, the Majorana mass mechanism

can be used to explain its smallness, through what is known as the “see-saw mechanism.”

The See-Saw Mechanism and Other Remedies

An intriguing possibility for the origin of the neutrino mass is the see-saw mechanism, in

which the neutrino has both Dirac and (left- and right-handed) Majorana masses. In this

case, the 4 degenerate-mass Dirac fields of the neutrino are split into two lighter and two

heavier fields by the addition of the Majorana mass term.

When both of these terms are included, the Lagrangian for the neutrino mass becomes:

Lmass =
1

2
(νL νR

c)

ML mD

mD MR

νcL
νR

+ h.c.

where ML and MR are the left- and right-handed Majorana mass terms, mD is the Dirac

mass term, and h.c. indicates the Hermitian conjugate of the first term.

If ML → 0, diagonalizing this matrix gives two effective fields:

Lmass =
(
ν N

) m2
D

MR
0

0 MR

 ν
N


where we have identified the particle with the correct handedness (i.e. a left-handed particle

and a right-handed antiparticle) as the neutrino ν, and the new particle as N .

The ν then has mass
m2
D

MR
, and the new opposite-handed particle N has mass MR. If mD

is about 100 GeV, similar to the other Dirac masses, and mR is of the same order as the

GUT scale, about 1015 GeV, then the neutrino mass would be about 10 meV, similar to the

neutrino mass implied by current limits and oscillation experiments. The new particle N

would be a heavy right-handed neutrino that is only present in the early universe.

Thus, the see-saw mechanism provides a natural explanation for the smallness of the

observed neutrino mass. The Majorana mass mechanism also allows leptogenesis, which



9

in combination with the new heavy right-handed neutrino N could provide a mechanism

for baryogenesis in the early universe, explaining the matter/anti-matter imbalance in the

observable universe [24]. The unexpected physics of the neutrino could once again provide a

remedy to some of the problems of our current understanding of fundamental physics.

1.2 Neutrinoless Double Beta Decay

1.2.1 0νββ Theory

The most promising process by which to discover the nature of the neutrino is neutrinoless

double beta decay.

In standard-model two neutrino double-beta decay (2νββ), a nucleus that contains an

even number of nucleons is energetically forbidden from decaying via single beta-decay.

Therefore, 2νββ, a far rarer, second-order process, can be observed. Two beta decays occur,

leading to the emission of two electrons and two electron anti-neutrinos:

X(A,Z)→ X(A,Z + 2) + 2e− + 2 νe

as shown in Fig. 1.3a. 2νββ has a very long half-life (t1/2 > 1018 yrs), but is predicted under

the Standard Model and has been observed in about a dozen different nuclei [22].

If the neutrino is Majorana, an even rarer process could occur: instead of emitting two

antineutrinos, the antineutrino could be exchanged within the nucleus as a virtual particle.

In other words, it functions as an outgoing antineutrino for one of the β decays, and as an

incoming neutrino for the other decay, as shown in Fig. 1.3b. Thus, no neutrinos are seen in

the final state:

X(A,Z)→ X(A,Z + 2) + 2e−,

and all of the energy of the decay is carried by the electrons. Due to momentum conservation,

the nucleons carry a negligible amount of the energy.

This decay relies on the non-conservation of lepton number, on the Majorana nature of

the neutrino, and on the fact that the emitted neutrino is in a mixed helicity state. Because
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(a) Standard Model-allowed 2νββ. (b) 0νββ, which can only occur if the

neutrino is Majorana. The cross in-

dicates the appearance of a Majorana

mass term.

Figure 1.3: Feynman diagrams for double-beta decay processes.

of the last consideration, the effective size of the Majorana mass term,

〈mββ〉 = |
3∑
i=1

U2
eimi|,

appears in the 0νββ rate:

(T 0ν
1/2)

−1 = G0ν |M0ν |2
(
〈mββ〉
me

)2

. (1.3)

G0ν is a phase space factor, M0ν is the nuclear matrix element, and me is the electron mass.

The half-life in Eqn. 1.3 only holds for double-beta decay via the exchange of a light

Majorana neutrino, the minimal model by which it can occur. However, this observed decay

could also occur via a variety of other, more exotic mechanisms, all of which would imply

that the neutrino is a Majorana particle and that lepton number is not conserved [65].

Because they contribute to mββ, both the overall neutrino mass scale and the mass

hierarchy can contribute to the observed rate, as seen in Fig. 1.4. Here we see that if the

neutrino masses are large compared to the size of the mass splittings, the mass hierarchy

does not significantly affect mββ. If, on the other hand, the neutrino masses are similar in

scale to the mass splittings, having two heavier neutrinos and only one lighter neutrino, as in
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the IH, leads to a higher mββ and a higher 0νββ rate than the NH at an equivalent lightest

neutrino mass.

Additionally, in the NH, unlike in the IH, the two Majorana phases α1 and α2 can lead

to complete cancellation of mββ at certain neutrino masses, seen in Fig. 1.4 as the region in

which the allowed band extends to mββ = 0. In Bayesian models of the discovery potential

of future 0νββ experiments, the probability of such a combination of parameters depends

strongly on the prior used to model the neutrino masses. It has been discussed extensively

in recent analyses [15] [29].

Figure 1.4: mββ, and therefore the 0νββ rate, depend on the neutrino mass hierarchy and

the overall mass scale [70]. The shaded bands indicate 1 and 3σ uncertainties on the neutrino

oscillation parameters.

The well-understood behavior of mββ, and therefore (T 0ν
1/2)

−1, makes 0νββ an exciting

prospect for experimental study. One hopes to detect 0νββ, of course, but even a null signal

provides information about the nature of the neutrino, particularly when combined with

other experiments that could determine the neutrino mass and mass hierarchy.
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Figure 1.5: The experimental signature of 0νββ decay as it would appear in 76Ge. Plot

courtesy of Jason Detwiler.

Conversely, a measurement of (T 0ν
1/2)

−1 would provide information about the neutrino

mass and possibly determine the neutrino mass hierarchy. There would be some uncertainty

in these determinations, since experimental results must be translated from a measurement

of (T 0ν
1/2)

−1 to a value of mββ, which involves the uncertain matrix element for the nucleus in

question. If 0νββ were detected in multiple isotopes, however, the effects of this uncertainty

would be mitigated.

1.2.2 Observing 0νββ

Since no energy is carried away by neutrinos, the entire energy difference Q between the

initial- and final-state nucleus undergoing double-beta decay is carried by the outgoing elec-

trons. Since double-beta decay experiments measure the sum of the electron energies, the

experimental signature of such a decay would be a delta peak in energy at the endpoint of

the two-neutrino mode spectrum, as in Fig. 1.5.
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The challenge in detecting 0νββ comes from its extremely low rate. Current limits set

the 0νββ half-life to greater than 1025 years [32]. To observe such a rare decay, backgrounds

of 0νββ experiments must be extremely low, and the mass of source material must be as

large as possible.

Several strategies are commonly used by the 0νββ community. Some are determined

solely by the choice of source material:

• Q Value: The higher the Q-value of the 0νββ decay in some material, the less back-

ground contamination will occur in the signal region. While incomplete energy collec-

tion, Compton scattering, and other processes can cause background events to appear

at energies below the peak value of the decay, events generally cannot gain energy by

any process.

• Enrichment: Source materials often have to be enriched in the 0νββ isotope to allow

for higher source masses without increasing backgrounds. The ease and expense of this

process varies widely depending on the material, as does the need for enrichment.

• Favorable Matrix Elements: M0ν varies between isotopes; a favorable rate could in-

crease the 0νββ rate. However, different calculation strategies lead to variation in

these values that is on the order of the difference between isotopes. See [50] for further

discussion.

• Low 2νββ Rate: The resolution of any detector is imperfect, so events from the high-

energy tail of the 2νββ will contribute to the background. The 2ν rate is unrelated

to the 0ν rate, so a lower 2νββ rate reduces backgrounds without affecting the 0νββ

rate.

Unfortunately, there is no “magic bullet” isotope for 0νββ that has all the favorable prop-

erties [64].
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Other strategies for background reduction are affected by the detector technology used

and the design of the experiment:

• Source as Detector: Using the same material for both source and detector increases

efficiency and makes it easier to increase source mass without increasing backgrounds.

• Surface Event Rejection and Fiducial Volume Cuts: Generally, the bulk of the source/detector

material is low in background, and most background events are from surface contam-

ination, external sources or other components of the experiment. Detection strategies

that allow surface events to be removed from the data set can often reduce backgrounds

by taking advantage of self-shielding.

• Multi-Site Rejection and Particle Identification: Many backgrounds are from γ and α

particles. The former often lead to multi-site interactions, while 0νββ is by its nature

a single-site process, since electrons have much a shorter mean-free-path than photons

in detector materials. If the detector can distinguish between multi-site and single-site

interactions, backgrounds can be reduced. α backgrounds can be distinguished from

e/γ interactions in many two-energy-channel detectors, like time projection chambers

and scintillating bolometers, and similarly reduced.

• High Resolution: Higher resolution makes background events easier to identify and

shrinks the region of interest (ROI) for 0νββ decay, making background requirements

less stringent.

• Low Thresholds: Low energy thresholds are not required, but can allow better identi-

fication of high-energy backgrounds through timing cuts that search for L- and K-shell

decay peaks of short-lived intermediate states of certain background decays.

• Large Overburden: All competitive 0νββ decay experiments are housed underground,

to decrease the rate of cosmic-ray-induced backgrounds and cosmogenic activation of

detector materials.
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This work focuses on improving an existing 0νββ experiment via the development of pulse-

shape based identification of surface α events, a strategy that falls under two of these bullet

points.

1.2.3 Backgrounds and 0νββ Sensitivity

The coming generation of 0νββ searches will attempt to explore the entire inverted hierarchy

region ofmββ, i.e. the bottom edge of the green region in Fig. 1.4. A plot showing the required

exposure needed to achieve a discovery at this level in a given isotope, as shown in the case of

76Ge in Fig. 1.6, demonstrates the stringent background requirements of such an experiment.

For an experiment that could discover 0νββ in inverted-hierarchy neutrinos with any neutrino

mass, 1 cnt/(ROI t y) is the maximum allowable background at all reasonable exposures. The

background requirements of experiments using other isotopes are comparable.

1.2.4 0νββ Searches in 76Ge

76Ge has several advantages as a choice of isotope for 0νββ searches, both in its innate

properties and when used to create semiconductor diode detectors.

Its Q-value, at 2.039 MeV, is above the energies of most gamma background events. The

only potentially significant environmental gamma background contributions are from 208Th

and 214Bi decay in the 232Th and 238U chains, respectively. Other potential gamma back-

ground contributions come from cosmogenic activation of the detector and other materials in

the experiment, in the form of 68Ge and the sum-peak of 60Co decay. Finally, muon-induced

neutron spallation in the materials surrounding the detector could also lead to scattering of

fast neutrons or high-energy gamma cascades, though these events are rare for experiments

with large overburdens.

Natural-abundance Ge, which is 7.75% 76Ge, can be enriched to over 87% 76Ge. Though

this process is expensive, it is well-understood, and both the facilities and raw material exist

to enrich the large quantities needed for current and future experiments.
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The biggest advantages of 76Ge 0νββ searches come from the detector technologies that

can be used with this isotope. High-Purity Ge (HPGe) detectors are intrinsically very pure,

giving them low internal backgrounds. They have a long history in nuclear physics and

rare-event searches, so the techniques needed to operate them reliably are well-developed.

The detector operating conditions are also relatively undemanding, another major advantage;

they run at liquid nitrogen temperatures and biases below 5 kV. Both ultra-low temperatures,

like those needed to operate bolometers, and high voltages, like those needed to operate

time-projection chambers, can be difficult to achieve while maintaining low environmental

background rates.

P-type point-contact HPGe detectors are particularly appropriate for 0νββ searches.

They can be operated with extremely high resolution, giving a 0νββ region-of-interest of

3 keV. Compared to other detectors that are deployed in granular arrays, P-PC detectors

have low susceptibility to surface backgrounds. Their energy thresholds are low, and can be

below 1 keV, allowing the possibility of additional rare-event searches using the same 0νββ

detector, such as direct light-WIMP and solar axion searches [7]. The properties of P-PC

detectors also allow for multi-site event rejection. These aspects of HPGe detector physics

and operation are discussed more extensively in Ch. 2.

Past experiments have searched for 0νββ in 76Ge, and two large experiments using this

isotope are currently underway. The two currently-operating experiments are the Majo-

rana Demonstrator, described at length in Sec. 1.3, and the GERmanium Detector

Array (GERDA), a similarly-sized experiment at LNGS. The two projects differ mainly in

their approach to background reduction. Unlike the Demonstrator, GERDA relies on ac-

tive shielding from a liquid-Argon veto system to identify and reject background events[11].

The P-PC detectors used in the two experiments also have different geometries, as discussed

in Ch. 2. The work described in this thesis applies, at least in part, to both experiments.

A controversial claim of observed 0νββ in 76Ge was published by Klapdor-Kleingrothaus

et. al in 2001[52]. The current generation of experiments aims to evaluate this claim and

establish techniques for future experiments. Already, the GERDA results have disproven



17

this claim at high confidence and demonstrated background-free operation of a large-scale

array of HPGe detectors [33].

Additional low-background techniques, developed for the Majorana Demonstrator,

should allow the next generation of experiments to probe the entire inverted-hierarchy region,

which requires O(1 tonne) of source material, given reasonably achievable backgrounds. See

Fig. 1.6. The LEGEND Collaboration, formed in October 2016, plans to pursue this via

a scaled approach, building first a 200 kg-scale detector, and then moving to a tonne-scale

detector.

1.3 The Majorana Demonstrator

1.3.1 The Demonstrator Apparatus

The Majorana DEMONSTRATOR, the 0νββ decay search that is the focus of much of

this thesis, is an experiment made up of 44.8 kg of PPC detectors. 29.7 kg of this mass

is enriched to 88% 76Ge, and 15.1 kg is in natural-abundance detectors. In addition to

making a measurement of the 0νββ half-life comparable to that of other currently-operating

experiments, its main experimental goals are:

• to demonstrate backgrounds low enough to justify construction of a tonne-scale exper-

iment

• to establish the feasibility of and techniques needed to construct and field modular

arrays of Ge detectors

• to search for additional physics beyond the Standard Model

The Demonstrator established a background goal of 3 cnts/(ROI t y) assuming a 4 keV

ROI at the 0νββ Q-value. Accounting for self-shielding effects, this rate scales to 1 cnt/(ROI

t y) in a tonne-scale experiment, the maximum allowable background needed to fully explore

the IH region with such an experiment.
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Figure 1.6: The background requirements and exposure needed for 3σ confidence-level dis-

covery of 0νββ decay (in over 50% of an ensemble of identical experiments), assuming the

inverted hierarchy. The various blue lines indicate the increase in sensitivity with increas-

ing exposure for different background levels, and the shaded band indicates the bottom of

the inverted hierarchy band in Fig. 1.4 under various nuclear matrix element calculation

approaches. Plot courtesy of Jason Detwiler.
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Figure 1.7: The Majorana Demonstrator uses a modular design approach. The P-

PC detector shown is similar, though not identical, to those used in the Demonstrator.

Photos by James Loach and Matt Kapust.

The DEMONSTRATOR uses a staged, modular approach to construction (as seen in

Fig. 1.7), making its techniques naturally scalable to a tonne-scale experiment. All of the

detectors in the Demonstratorare P-PC HPGe detectors, produced by ORTEC and Can-

berra. The detectors themselves are discussed in Ch 2. Each of the 58 detectors is placed in

a low-mass copper mount that holds the detector and a low-mass front-end (LMFE) board

that provides the first stage of signal amplification. The mount provides contact to the de-

tector for thermal cooling, high-voltage biasing, and signal readout. These detector mounts

are stacked into “strings” of three to five detectors, and each string is suspended from the

cold-plate of a copper cryostat. Seven strings are housed in each of the two Majorana

cryostats. Each cryostat has its own cooling and vacuum system; the cryostat together with

its dedicated systems is called a “module.”

The two cryostats are inserted in a compact Cu and Pb shield and surrounded by a

nitrogen-purged radon exclusion enclosure. Plastic scintillator veto panels surround the

shield, detecting through-going cosmic muons, and the modules are enclosed in high density

polyethylene (HDPE) shielding to limit neutron backgrounds. The inner layers of the poly

shielding are made of borated HDPE to provide further neutron capture. See Fig. 1.8.
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Figure 1.8: A diagram of the Demonstrator showing the placement of the two cryostats,

one of the two modules, the veto panels, and the shielding structure. The inner copper shield

is made from underground electroformed copper, with the outer copper shield made from

OFHC commercial copper. Diagram taken from [5].

The Demonstrator is housed at the Davis Campus, at the 4850’ level of the Sanford

Underground Research Facility (SURF) [5].

The Demonstrator relies on ultra-low-background material selection and construction

for its background reduction approach, with passive shielding to limit radioactive background

events from the surrounding environment. The Demonstrator’s main innovations in this

area are the use of ultra-clean underground electroformed copper and the development of

extremely low-background and low-noise front-end electronics.

Electroforming copper effectively removes impurities, limiting the U and Th chain con-

tamination of the material. By performing the electroforming and machining of the parts

underground, the material’s exposure to cosmic rays is also minimized. This prevents the

formation of 60Co, another problematic long-lived isotope. The over-2000 kg of copper made
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underground by the Majorana Collaboration has U and Th chain contamination levels of

less than 0.1µBq/kg each. This upper limit is better than the 0.3µBq/kg goal set by the

Collaboration [8]. This clean copper is used for almost all the parts found in the Demon-

strator, from the mounts holding each detector to the cryostats and inner shielding layer.

The use of this material, along with extensive clean material selection and assay programs,

has led to an assay-based prediction of < 3.5 cnts/(ROI t y) of background events in the

Demonstrator[8].

The LMFE developed for the Demonstrator has excellent noise performance [5] while

maintaining high radiopurity. This allows the LMFE to be mounted directly onto each

detector, reducing capacitative noise in the system, and improving the Demonstrator’s

overall noise performance. In the search for 0νββ, there are two main benefits to this design.

First of all, the extremely good resolution of the Demonstrator allows the use of a 3 keV

ROI [30], rather than the planned 4 keV window. This reduces the background for 0νββ

detection by 75% for an equivalent contamination level in the experiment. Second of all, the

fast rise-times and low noise of the LMFE and other developed electronics allow for good

performance of multi-site event discrimination, described in Ch. 2.

The electronics design and low backgrounds of the Demonstrator, even at low energies,

also allow the Majorana Collaboration to pursue additional BSM physics observations. In

the search for low-mass WIMP dark matter candidates, solar axion scattering off of elec-

trons, and a slew of other proposed new physics, the Demonstrator has shown sensitivity

comparable to that of many dedicated experiments [7]. The Demonstrator’s sensitivity

to these processes will continue to increase as its exposure increases and as the analysis

techniques used for near-threshold events are improved.

1.3.2 Construction of the Demonstrator

To maintain material cleanliness, the Demonstrator was constructed in a class-1000 clean-

room. All parts internal to the shielding were placed under nitrogen purge immediately after

surface cleaning to reduce Rn implantation. The detectors themselves were only exposed in
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nitrogen-purged spaces, and never to the air of the underground laboratory. The assembly

of all elements internal to the cryostat, where the materials have line-of-site exposure to the

detectors, was conducted in a class-10 continuously-purged glovebox.

These efforts reduced the chance of the detectors being exposed to humidity and dust,

which increases their leakage current, degrading their resolution, and of all the materials

being contaminated with U- and Th-containing dust, increasing backgrounds in the Demon-

strator. The use of nitrogen-purged environments reduces the chance of contamination

by 222Rn or other isotopes in its decay chain, which pose problematic backgrounds for 0νββ

detection. This source of background events is the focus of this thesis.

To ensure that cleanliness standards were maintained and that the many detectors and

strings were assembled in a repeatable and reliable way, extensive administrative controls

were developed. These work-logging and quality control procedures allowed the Demon-

strator to be successfully assembled by a rotating workforce, with many new researchers

being trained in construction over the course of more than two years. Every part and proce-

dure used in the experiment was also tracked in the Majorana Parts Tracking Database [6],

allowing the origin of any observed backgrounds to be investigated.

1.3.3 Operations

The Demonstrator operations took a phased approach, allowing the start of low back-

ground data taking with Module 1 while Module 2 was being assembled. Module 1 began

operations in May 2015, with Module 2 beginning data taking in May 2016. The Majorana

Demonstrator’s official transition to operations occurred in March 2017.

The Demonstrator uses a statistical blinding approach, in which 1/4 of the data is

open, and the remaining 3/4 is blinded. Blinded data-taking has been ongoing since Dec.

31, 2015. The results discussed in Ch. 6 are from the open part of Data Sets 0 through 4,

summarized in Table 6.2.

Initial results from the Demonstrator, covering only the open portions of data sets

0 and 1, were reported at the XXVII International Conference on Neutrino Physics and
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Astrophysics in 2016 [42]. Using a background estimate window of 400 keV surrounding Qββ,

these results reported a background index of (7.5+4.5
−3.4)× 10−3 cnts/(keV kg y), corresponding

to 23+13
−10 cnts/(ROI t y) in a 3.1 keV ROI.

Recent simulations by the Majorana Collaboration have shown that the 400 keV back-

ground estimate window used to report these results includes several expected gamma peaks

from background sources, and over-estimates the flat background rate in the 0νββ ROI.

The change to a 350 keV window that excludes these peaks, along with other improvements

in analysis and the Demonstrator’s increased exposure, result in a background index of

(2.6+4.0
−1.6) × 10−3 cnts/(keV kg y). This corresponds to 7.7+11.0

−4.8 cnts/(ROI t y) in the now-

appropriate 3.0 keV ROI [30]. These preliminary results, which are discussed in Ch. 6, are

consistent to within 1σ with the Demonstrator assay- and simulation-based upper limit

of the expected backgrounds.
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Chapter 2

CHARGE COLLECTION AND SURFACE EFFECTS IN HPGE
DETECTORS

2.1 HPGe Detector Basics

High-purity Germanium (HPGe) detectors are made from one large semiconductor crystal of

low impurity-concentration germanium, forming a diode (i.e. p-n junction). Two electrical

contacts, the p+ and n+ contacts, are made on the crystal’s surface, and the entire crystal

is reverse-biased, resulting in a depleted region between the contacts. When the detector

is biased to its operating voltage (generally between 1 and 5 kV), its entire volume is fully

depleted, and the charge drift speeds in the interior are fully saturated. In other words,

applying a higher bias voltage will not change the current produced at the contacts. The

electric field (and therefore, the pattern of charge drift paths) in the interior of the detector

is fixed, set by the shape of the electrical contacts at the surface and, in some cases, the

doping of the crystal.

In normal operation, currents in the detector are produced when some form of radiation

penetrates the active volume, moving electrons in the crystal from the valence band to the

conduction band. This leaves a vacancy in the valence band called a “hole,” which behaves

as a positive charge in the electric field. The amount of energy needed to create such an

“electron-hole pair” depends on the size of the band gap in the crystal.

In germanium, the band gap is very small, at 0.7 eV [26]. Therefore, thermal excitations

at room temperature can easily create electron-hole pairs. To reduce this “dark current,”

the detector must be cooled, generally to between 77 and 100 K using liquid nitrogen. The

main advantage of semiconductor detectors like HPGe detectors is in the small amount of

energy needed to create an electron-hole pair. In Ge at 77 K, only 2.96 eV is needed for each
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pair. This gives the detectors intrinsically high resolution, or at least, the potential for high

resolution.

Once in the conduction band, the electrons and holes drift to the n+ and p+ contacts,

respectively, inducing a current on the contacts. The integral of the current induced is

proportional to the energy of the interaction that originally created the cloud of electron-

hole pairs. Currents from both charge carriers sum to give the observed signal; the fraction

contributed by each type of carrier depends on the position where the charges originate and

on the electric field, which in turn depends on the doping of the detector.

HPGe detectors are made in p- and n-types, as determined by their doping. n-type

detectors are doped with electron donor impurities, so called because they leave one loosely-

held valence electron available after bonding to the surrounding Ge atoms. The net effect of

these impurities, even at low concentrations, is to give an excess of conduction electrons and

a deficit of holes compared to the un-doped material. This means that for almost all charge

origin positions in n-type detectors the majority of the observed current is made by the

electrons, with a small contribution from the holes. To take advantage of this fact, n-type

detectors have their electrical contacts arranged as in Figs. 2.1 and 2.2, with the geometry

giving a large field gradient near the n+ contact, where the signal is read out.

The reverse is true of p-type detectors, which are doped with electron acceptor impurities.

In this case, the holes provide most of the current, and the signal is read out at the p+ contact.

In both types of detectors, the fractional contribution of the two types of carriers also

varies as a function of the event origin position (i.e. where in the volume of the crystal the

charge cloud is created). In an n-type coaxial detector, as shown in Fig. 2.3, signals from

events near the central (n+) contact, like event 2, will have a small fast electron-fraction, and

a large slower hole fraction. Near the outer (p+) contact (i.e. event 0), the reverse will be

true, with the signal having a small fast hole fraction, and a large slower electron fraction.

Event 1 occurs at a halfway position, where the effect of the detector doping dominates the

carrier fractions. Since the detector shown is n-type, its signal has a large electron fraction,

and a small slower hole fraction. In all three cases, the opposite behavior is seen in p-type
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Figure 2.1: Diagrams of coaxial detector cross-sections for p- (left) and n- (right) type HPGe

detectors. From [53].

N-type  
Semi-coax 

P-type  
Semi-coax 

BEGe-style  
P-type Point Contact 

ORTEC-style 
P-type Point Contact 

Figure 2.2: Cartoon showing the geometries and electrode arrangements of semi-coaxial and

point-contact detectors. The black line indicates the n+ contact, the grey line is the p+

contact, and the gap in the outline indicates passivation to create an insulating surface.

Dimensions not to scale.
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Figure 2.3: Calculated pulse shapes for

several interaction positions in an n-type

Ge(Li) detector. Three different interactions

points are indicated as 0, 1, and 2. From

[45].

Figure 2.4: Cross section of the

weighting potential of a p-type semi-

coaxial detector (top) and a p-type

BEGe-style point contact detector

(bottom). The p+ contact is drawn

in grey, with the n+ contact in black.

The gap between the contacts is an

insulating passivated groove. The

BEGe is shown with a charge sensitive

amplifier like the LMFEs used to read

out the Majorana detectors. Image

from [13].
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detectors.

The varying contributions of the carrier types with event position can be visualized in a

weighting potential diagram, like those shown in Figs. 2.4 and 2.5. In Figs. 2.4 and 2.5a, a

cross-section of the detector shows the fraction of the total signal contributed by the electrons

as a function of radius r and height z. In Fig. 5.6, the weighting potential is drawn as a

function of r at a chosen height (in this case, z = 0) in a p-type point-contact detector. As

seen in these plots, signals in p-type detectors are dominated by the hole contribution over

most of their volume.

Until recently, large (1 kg and above) HPGe detectors were made in semi-coaxial (seen

in Fig. 2.2), coaxial, well, or segmented geometries. These designs ensured that no low-field

regions, which lead to incomplete charge collection, remained in the corners of the detector.

As seen in the upper image in Fig. 2.4, these detectors have nearly constant weighting

potential profiles at all heights. The drift path lengths of charge carriers from all positions

in the crystal bulk are also similar.

2.2 P-Type Point Contact Germanium Detectors

It has long been known that reducing the capacitance of HPGe detectors would reduce their

noise and energy thresholds. This could done by using a small “point-like” central contact,

instead of the deep well used by coaxial detectors. The first attempts to make germanium

detectors with point-contact geometries were made in 1989 by Luke et. al [55]. Though

these detectors had much smaller capacitance than coaxial detectors, they suffered from

severe charge-trapping effects, degrading the detector resolution.

The breakthrough improvement that made this geometry useful in 2007 came with the

switch from n-type to p-type detectors. i.e., in switching from drifting electrons to drifting

electron holes through the crystal [23]. Since the holes are less susceptible to trapping, p-type

point-contact (P-PC) detectors can achieve resolutions similar to those of coaxial detectors,

with electric fields created primarily through careful control of the charge impurity gradient

in the bulk of the crystal.
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(a) The charge drift paths (in white) are long

and highly position-dependent. Image from

[2].
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(b) The weighting potential at z = 0. Plot

courtesy of David Radford.

Figure 2.5: Simulations of the weighting potential in an p-type ORTEC-style point contact

detector.

Due to their geometry, P-PCs have capacitance of about 1 pF, far lower than that of

similarly-sized coaxial detectors. This leads to far lower noise than is found in coaxial

detectors, and therefore lower thresholds. While P-PCs have masses up to 1 kg, the thresholds

that can be achieved are comparable to those of small (∼ 1 g) x-ray detectors [23].

2.2.1 Multi-site Pulse Shape Discrimination

The most significant advantage of P-PC detectors for 0νββ decay searches is in their pulse

shape characteristics. Unlike in coaxial detectors, the distance that must be traveled by a

charge cloud varies strongly with the location in the detector at which it is produced, as is

clear in Fig. 2.5a. Therefore, multi-site events, in which a γ ray deposits energy at multiple

points in the crystal, have clearly “step-like” rise times, and can be identified and cut to

reduce backgrounds. Double-beta decay, on the other hand, is intrinsically single-site since

electrons have small mean free paths in germanium. Therefore the sacrifice of signal events
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Figure 2.6: Sample 1332 keV single-site (left) and multi-site (right) waveforms in a P-PC

detector. The charge read out from the detector (top) shows the appearance of multiple

steps in multi-site interactions, which leads to a reduced maximum current (bottom) in these

events. Image adapted from [34].

in an analysis employing multi-site discrimination is minimal.

As seen in Fig. 2.6, one reliable way to identify these events is through the difference

in their maximum current A. For a given energy E of an event, which is proportional to

the integral of the total current, multi-site events have lower-than-expected value of A. The

pulse shape discrimination parameter used can be constructed from these parameters in a

variety of ways. In this work, I use both their ratio A/E, with a correction for the energy

dependence of A [27] (called aenorm), and the energy-corrected current “A vs. E” (called

avse)[37].

The cut level in the parameter is set to accept 90% of the 208Th double-escape peak, a

sample of known single-site events, and reject events with aenorm or avse below the cut value.

The effectiveness of the multi-site discrimination is evaluated by counting the remaining

events in the single-escape peak (SEP), a sample of known multi-site events. Generally,
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the SEP and Compton continuum are reduced to approximately 5-10% and 30-40% of their

original amplitudes, respectively.

Since the gamma background in the 0νββ ROI is dominated by Compton scattering

events, the use of multi-site event discrimination in P-PC detectors provides a major im-

provement in sensitivity. This is the main reason P-PC detectors were chosen by both the

GERDA and Majorana Collaborations.

2.3 Surface Effects and Other Charge Collection Anomalies

2.3.1 n+ Surface Events

Most of the surface of P-PC detectors is covered by the n+ contact, a ruggedized layer of

lithium that is diffused into the detector surface. Dedicated measurements have shown that

this surface is characterized by two differently-behaving regions: a fully-dead conducting

surface layer, in which there is no electric field and charge recombination occurs before

the free charge carriers can enter the bulk, and a transition layer where incomplete charge

collection occurs, and the energies of the observed events are degraded. Together, these have

been measured to be 0.5 to 2 mm thick, depending on the detector’s fabrication techniques

and thermal history.

These measurements have also shown that events originating in the transition layer have

a distinct “slow-pulse” shape, with increased rise-time (and degraded values of A) compared

to bulk events at the same energy. See Fig. 2.7. Based on simulations of charge transport,

this is thought to be due to slow charge diffusion from the transition layer into the bulk [17].

This process affects the entire rising edge of the pulse, slowing the rise time from the usual

1 to 2µs of events in the bulk of P-PC detectors, to approximately 3µs.

2.3.2 p+ Surface Events

The p+ contact of a P-PC detector is formed by implanting boron ions into the surface,

resulting in a contact that is 0.3µm thick. The size and shape of the p+ contact region
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Figure 2.7: Sample bulk (black) and n+ (red) surface events, both with energies of approx-

imately 20 keV, in the MALBEK P-PC detector. The n+ surface event shows a distinctive

slow pulse shape, with a 3µs rise-time, compared with bulk rise-times of 1 to 2 µs. Image

from [46]

varies depending on the detector design. In BEGe-syle detectors, the contact has a radius

of 5 to 6 mm. In ORTEC-style detectors, the radius is 1.5 to 2 mm.

Events originating on or near the point-contact have distinct pulse shapes, with very

fast rising edges and resulting anomalously high values of A. GERDA has therefore used

an additional upper limit on A/E to reject alpha events occurring on this surface [33].

Additional discussion of this approach is found in Ch. 5. No charge trapping is expected in

this region, and the only expected energy loss is due to the thin dead layer.

2.3.3 Passivated Surface Events

The remainder of the detector surface is passivated, generally with amorphous germanium,

to isolate the contacts from one another. In the BEGe-style design, the passivated area is

limited to only the interior of the “ditch” surrounding the point-contact, a toroidal groove

less than 3 mm in width. In the ORTEC-style detectors, the passivated area covers the entire

bottom face of the cylindrical crystal, as shown in Fig. 2.2.

The passivation layer itself is very thin, formed of just a few monolayers. Previous
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measurements, however, have shown that the charge collection in the passivated surface

region is often incomplete, with high trapping observed in BEGe-type and segmented Ge

detectors [14] [9]. Based on the data taken with the Majorana Demonstrator and

simulations of charge transport on the surface [57], it was suspected that these events also

featured distinctive pulse shapes caused by delayed charge collection. As further discussed

in Ch 3, two potential processes were thought to drive the trapping and re-release: slow

charge transport on the surface of the crystal, particularly of electrons, and bulk trapping

and re-release at crystal dislocation or impurity sites near, but not on, the passivated surface.

The effects observed near the passivated surface region are thought to depend on the

technique used to passivate the surface and the electric field of the detector in that region,

two factors that differ widely from one detector style and manufacturer to another. Therefore,

it is key that the characteristics of these events be measured in each type of detector being

used, particularly for ultra-low background experiments like GERDA and Majorana.

2.3.4 Bulk Charge-Trapping

Charge-trapping in the bulk of the crystal, which causes low-energy tailing in gamma calibra-

tion peaks, has been observed in the Majorana Demonstrator. This trapping correlates

linearly with drift path length. The charge loss is of a constant fraction of the total charge

in the event, meaning that it is also proportional to energy. This effect is corrected for in

the Majorana analysis using an “effective pole-zero correction” [30].

The rising edges of events with trapped charge are not noticeably affected, and the A/E

and/or A vs. E of these events is normal. The charge trapping does, however, have a small

but noticeable effect on our attempts to distinguish pulses from the passivated surface region,

as discussed in Ch. 3.
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2.4 Alpha Interactions in Ge

2.4.1 Alpha Energy Loss

Alpha particles (i.e. 4He nuclei) primarily interact with matter through Coulomb interactions

with the electrons of the absorber material. At high energies (above about 0.5 MeV), their

energy loss is described by the Bethe formula:

−dE

dx
=

4πe4z2

m0v2
NB (2.1)

where

B ≡ Z

[
ln

2m0v
2

I
− ln

(
1− v2

c2

)
− v2

c2

]
(2.2)

v and ze are the velocity and charge of the primary particle, N and Z are the number density

and atomic number of the absorber atoms, m0 is the electron rest mass, and e is the electron

charge. The parameter I is the average excitation and ionization potential of the absorber,

and is experimentally determined [53].

Using this formula, 5.0 to 5.5 MeV alpha particles in germanium are expected to lose

205 to 215 keV/µm. Their expected range is between 17.6 and 20.0µm. In copper, their

expected range is between 10.1 and 11.5µm [69].

2.4.2 Sources of Alpha Backgrounds

Given the very low range of alpha particles in matter, any observed alpha backgrounds must

originate inside the detector (though such events have not yet been observed in any HPGe

experiment), or within a line-of-sight of the sensitive detector surfaces. They may be from

emitters on the detector surface itself, on the surfaces of parts near the detector, or from a

very thin skin-depth of the materials’ bulk.

The most highly concerning source of alpha backgrounds in experiments like the Demon-

strator is the decay of radon isotopes and their progeny, particularly 222Rn. Radon, a ra-

dioactive noble gas that is naturally created by the decay of uranium and thorium, is found

in particularly high concentrations inside underground laboratories. Though many isotopes
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Figure 2.8: The 222Rn decay chain, with the rare branchs to 218At and 210Tl removed for

clarity. Image from [47]

are created by the decays of 232Th and 238U, only 222Rn has a long-lived radioactive isotope

in its subsequent decay chain.

Radon is particularly insidious in that as a noble gas, it easily permeates most materi-

als. To reduce the impact of radon backgrounds, the Majorana Collaboration developed

extensive cleaning procedures, particularly a method by which to surface-etch and passi-

vate copper after machining [49] that reduces the problem of 210Po re-deposition observed

with other etching methods [71]. Plastics were leached in nitric acid to reduce their surface

contamination [60].

Following cleaning, parts are stored and assembled under continuous nitrogen flow from

liquid nitrogen boil-off, which is naturally low in radon. The resulting dry environment,

however, can also lead to buildup of electrostatic charge, particularly on plastic parts. In

its radioactive decay, radon creates charged progeny that can then be attracted to these

surfaces. Deposition models are highly dependent on the environment, requiring dedicated

studies in cleanroom and glovebox environments [47].

The 222Rn decay chain is pictured in Fig. 2.8. The longest-lived isotopes are 210Pb,

with a half-life of 22 years, and 210Po, with a half-life of 138 days. The short half-lives

of all the isotopes occurring earlier in the chain imply that their decays are irrelevant to
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the backgrounds of the Demonstrator: as the experiment runs under vacuum and in a

radon-purged environment, the short-lived isotopes from the upper half of the decay chain

will quickly decay, leading to a build-up of 210Pb.

Of the subsequent decays, the most concerning is that of 210Po, which emits an alpha

particle with 5.407 MeV in 100% of its decays. The other decays are either lower in energy

than Qββ, like the β decays, or have very low branching ratios, like the alpha decay of 210Bi.

The alpha decay of 210Po, on the other hand, can appear in the 0νββ ROI if its energy is

degraded, whether by interactions in the material from which it is emitted, by charge loss in

dead regions of the detector, or by charge-trapping effects in the detector.

This scenario, in which the parts or detectors are exposed to radon directly or to one of

the isotopes falling between 222Rn and 210Pb in the decay chain, is called lead-supported 210Po

contamination. In this case, the 22 yr half-life of 210Pb implies that the alpha background

rate will remain roughly constant over the life of the experiment.

An alternative scenario, in which the chain is broken at 210Bi or 210Po, can also occur.

In this case, the rate of alpha background events will fall with the 138 day half-life of 210Po,

leading to an improvement in the backgrounds over the life of the experiment. This is the

case seen in the GERDA experiment [16].

2.4.3 Alpha Backgrounds in P-PC Detectors

The small range of alpha particles in germanium implies, first of all, that all alpha events not

originating inside the crystal itself should be considered potential “surface events” in P-PC

detectors. It also implies that the n+ contact is entirely dead to alpha particles, and that

alphas normal to the p+ contact should be absorbed with energy loss of just 60 keV, given

the thickness of the contact cited by the detector manufacturer. Therefore, alpha particles

impinging on the n+ surface will never pose a problematic background for 0νββ searches, and

those on the p+ surface will only contribute in the ROI if the alpha particle is emitted from

the bulk of some material, and is therefore highly degraded before reaching the detector.

5.3 MeV alphas incident on the passivated surface, on the other hand, could contribute to
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the backgrounds in the 0νββ ROI if there were significant energy degradation and/or charge

trapping in this region. Indeed, as discussed in Ch. 6, these decays appear to dominate the

background rate of the Demonstrator above 2 MeV. Therefore, an offline technique to

reliably identify these events based on their pulse shape has been developed, as discussed in

Ch. 3.

To validate this technique, dedicated measurements were conducted of surface alpha

events on the passivated surface of an ORTEC-style detector. These measurements and

results are described in Ch. 4 and Ch. 5. These results can be used create a model for

the charge loss in the passivated surface region that can subsequently be used in fits to the

Majorana background spectrum. Analytic examples of this technique are used in Ch. 6 to

estimate the position of the source of the alpha background events, and will be incorporated

into full Monte-Carlo simulations of the Majorana backgrounds in future work.
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Chapter 3

DELAYED CHARGE RECOVERY TAGGING

3.1 Potential Origins of the Delated Charge Recovery Effect

As discussed in Sec 2.3, P-PC response to events near the passivated surface is difficult to

predict. High charge trapping has been observed on similar surfaces in BEGe-type and seg-

mented Ge detectors [14] [9], but the charge collection properties near this surface can differ

for different detector models. In the Majorana Demonstrator, events have been ob-

served in which alphas originating on this surface are significantly degraded in energy, leading

to a potential background contribution in the region-of-interest for neutrinoless double-beta

decay.

However, it is also observed that charge mobility is drastically reduced on or near the

passivated surface, and is slowly released on the timescale of waveform digitization, leading

to a measurable increase in the slope of the tail of a recorded pole-zero-corrected pulse. The

same effect has been observed in the TUBE alpha source scans (see Ch 5).

There are two potential models for charge collection in the passivated surface region.

One possibility is that this effect is due to surface propagation of the electron contribution

to the signal, with the holes being collected normally. This matches the model developed in

[57]. In an alternative model, some fraction of the holes are trapped when they originate in

a few-micron-thick region at the passivated surface, and then slowly re-released.

In both cases, part of the the energy of the event appears as a normal, fast pulse, and

the remainder of the charge is collected slowly. See Fig. 3.1 for sample waveforms, simulated

using the siggen software package [1]. These waveforms are generated using the electron

surface drift model, but the waveforms appear similar regardless of the cause of the delayed

charge.
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Figure 3.1: Bulk and passivated-surface waveforms, created using siggen, a dedicated soft-

ware package used to simulate signals in semiconductor detectors. Surface charge transport

of electrons is induced by incorporating an arbitrary small amount of passivated-surface

charges in the model of the detector’s electric field, which leads to field lines that carry

charge to the passivated surface. Figure courtesy of David Radford.

The models do behave differently as the position of the alpha interaction on the passivated

surface changes, so they can be distinguished using the TUBE scan results (see Sec. 5.4).

The bulk trapping and slow surface drift effects could also appear simultaneously, with the

radial behavior governed by the dominant effect.

For the purpose identifying alpha events, the cause of the delayed charge is irrelevant.

Using a filter that can identify the occurrence of this delayed charge recovery (DCR), these

events can be identified, allowing for the efficient rejection of passivated surface alpha events

in offline analysis. The goal of such a filter is to detect the presence of slow charge collection

occurring after the bulk charge collection has been completed. In a waveform that has been

fully corrected for the electronic response function, this appears as a positive slope of the
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tail. In an uncorrected pulse, it appears as a tail which has a less-negative slope than is

expected for that particular channel’s electronics response.

3.2 Current Implementation in the Majorana Demonstrator

For all versions of the DCR analysis cut, the relevant parameters are found using calibration

data, since these runs contain a negligible fraction of surface events. Version 1.0 (v1.0) is the

version of the analysis currently in use in the Majorana Demonstrator analysis chain,

and does not require knowledge of the electronics response function. The cut optimization

procedure and error estimates are fully described for v1.0 of the analysis.

Tested improvements are described in Sec. 3.4: Version 1.1 (v1.1) is identical to v1.0, but

with an added term that corrects for charge trapping in the bulk of the detector, reducing

systematic uncertainties. It is currently under development. Version 2.0 (v2.0) is a proposal

to be implemented in future analysis of Majorana Demonstrator data, which uses a

full correction for the electronics response function.

Samples of the current implementation steps and results are given using detectors from

Data Set 3 (DS3) in the Majorana Demonstrator, defined as in Table 6.2. All of the

standard Majorana analysis cuts (see Sec. 6.2) are applied to the data used, except for

the granularity cut, which is not used when working with calibration data. The cut is not

needed, since the high-multiplicity waveforms passing all other analysis cuts have normal

single-site bulk pulse shapes, and its use in calibration runs leads to large dead-time losses.

The granularity cut is applied when analyzing the low-background data.

3.2.1 Calculation of the DCR Parameter

The DCR parameter is found by first calculating the slope of the waveform tail for each event

in a channel. 1 µs of the waveform is averaged (corresponding to 100 waveform samples in

non-multisampled data) at each of two points on the waveform. First, the 97% rise point

of the waveform is determined by finding the maximum height of the pulse, and stepping

forward from the start of the digitization window until 97% of that maximum value is reached.
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The first region lies between 2 and 3 µs after this 97% rise point, and the second is the final

µs of the waveform (in the non-multisampled data, this is between 19 and 20 µs). See

Fig. 3.2. These values were chosen to avoid introducing unwanted sensitivity to the shape

of the waveform turnover and to decrease sensitivity to noise. Waveforms for which no valid

tail slope can be found, i.e. those in which the 97% time point occurs too late to leave a

usable tail, are flagged and automatically accepted by the DCR analysis.

Figure 3.2: A sample MJD waveform. The ADC values are averaged in each of the two

shaded regions. The slope between those average points is taken to be δ.

Assuming that the tail of bulk-event waveforms has an exponential form, the slope δ is:

δ =
y1 − y2
t1 − t2

= h
e

−t1
τ − e

−t2
τ

t1 − t2

where y1, y2, t1 and t2 correspond to the average values and times for each of the two regions,

h is the waveform amplitude, and τ is the decay constant of the tail. To first order in tn/τ ,

δ =
h

τ

for bulk events.

The tail slope is plotted with respect to energy for each channel. The energy estimator

used is trapENMCal, the maximum of the optimized trapezoidal filter for the channel. Using

single-site events with energies between 1 MeV and 2.38 MeV (the Compton shoulder of the
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Figure 3.3: The steps of the DCR parameter calculation, plotted for all high gain channels

in DS3 detectors. Left: δ vs. Energy is plotted and fit with a line for each channel. Center:

The fit parameters are used to calculate the raw DCR value, which is then shifted such that

90% of single-site calibration events in this energy range fall below 0. Right: The DCR

distribution displays a Gaussian distribution with a high-DCR tail.

208Th 2614 keV peak), a line is fit to the resulting distribution, and the parameters of that

fit are used to project δ on to the energy axis. This is equivalent to finding the average

decay constant for the pulses in a channel and doing a first-order pole-zero correction of the

waveforms prior to measuring their tail slope.

The resulting value is defined as the raw DCR parameter for the waveform:

DCRraw = δ −
(a
τ
E + b

)
where a is a scaling constant that converts between pulse amplitude and energy for the

channel. b, which is generally positive, is a constant determined by the fit that corrects for

the fact that a waveform with signal height 0 will have a positive estimated energy when the

maximum value of a trapezoidal filter is used as the energy estimator.

The calibration run events have a median raw DCR of 0, with low tail slope events (like

events occurring near the passivated surface) having larger DCR values. The width of the

Gaussian part of the DCR distribution in the calibration data is primarily determined by the
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noise and energy nonlinearity of the channel. The high-DCR tail is due to passivated-surface

events, transition-layer multisite events (see Fig. 3.8) and other multi-site events that go

untagged by A vs. E and pile-up cuts, and an additional contribution that depends on the

bulk charge trapping of the detector (see Sec. 3.4.1 for details).

The cut value c is set to reject 1% of the single-site events with energies between 1 MeV

and 2.38 MeV in the calibration data set used to determine the cut parameters. Single-site

events are selected using A vs. E analysis [37] and additional pile-up cleaning cuts. To set

the “corrected DCR” (DCRcorr) value (hereafter referred to simply as “DCR”), the raw DCR

value is shifted such that the rejected events have DCRcorr≥ 0:

DCRcorr = δ −
(a
τ
E + b

)
− c

This value is then calculated for all background events, and the cut is applied by selecting

events with DCR< 0.

3.2.2 Energy Non-linearity Effect

The non-linearity of the waveform digitization has a significant effect on the efficiency of the

cut at a given energy. Though much of the variation in efficiency is removed by applying

channel-specific nonlinearity corrections to each waveform [30], a systematic variation with

energy remains, as seen in the oscillatory variation of the Compton continuum acceptance

in Fig. 3.4 or in the left-hand plot of Fig. 3.10. This effect differs from channel to channel,

with low-gain channels displaying higher variation. The variation due to this effect is highly

dependent on the chosen bulk acceptance efficiency; at high acceptance levels, the impact of

the non-linearity is drastically reduced.

This cannot be correctly termed an uncertainty of the cut, since the energy of a given

event is well-known, as is the DCR efficiency at a given energy. A gain uncertainty of 0.4 keV,

larger than that observed in any data set [30] leads to a DCR efficiency change of less than

0.2%, which is negligible compared to the other DCR uncertainties. Therefore, the resulting

uncertainty is neglected.
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Figure 3.4: Efficiency plot for the 99% acceptance DCR cut in P42665A, a typical detector

in DS3. The acceptance in the 208Th DEP, SEP, and FEP are indicated by the red, black,

and magenta points, respectively. The blue points indicate the acceptance in each 5 keV bin

of the Compton continuum. The red line indicates the 3 keV 0νββ ROI. The errors shown

assume binomial statistics.

The non-linearity effect will change the spectral shape of the remaining events, however,

which could pose a challenge for spectral shape fitting. Choosing a high bulk acceptance

(like the 99% acceptance used here) reduces this effect, and combining the data from all

channels further limits the spectral shape distortion by averaging it away. The remaining

non-linearity effect, seen in Fig. 3.5, is of order 0.5%, similar to the other uncertainties of

the cut (see Sec. 3.3).

When estimating an integral rate over some region, the DCR acceptance should be calcu-

lated for that particular region, so that bias is not introduced. For the 0νββ limit calculation,

the DCR efficiency is calculated in a 3σ-window around the 0νββ Q-value.
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Figure 3.5: Efficiency plot for the 99% acceptance DCR cut in all DS3 detectors, for the

Compton continuum events. The non-linearity effect remaining is about 0.5%. The decrease

in efficiency at high energy is more troubling, and indicates that the correction for charge

trapping, as discussed in Sec. 3.4, should be implemented to correct for this effect. The

errors shown assume binomial statistics.

3.2.3 Optimization

As described in [40], the sensitivity to the 0νββ decay half-life, in the presence of high

backgrounds, is proportional to ε√
Nb

, where ε is the cut acceptance and Nb is the number of

background events. In this case, the energy range used to find the number of background

events is a disjoint 350 keV window around the 0νββ Q-value that is used to estimate the

background level in the ROI. The event energies included those from 1950 to 2350 keV,

with the exception of the regions from 2094 to 2127 keV and 2195 to 2212 keV, where the

Majorana background model predicts the presence of gamma background peaks from the

uranium and thorium decay chains.

An optimization study was conducted using the open data from Majorana Demon-
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DS ε (%) Nb (counts) ε√
Nb

(arb.) Nb,enr (counts) ε√
Nb,enr

(arb.)

0 100 79 0.113±0.056 69 0.120±0.060

99 14 0.265±0.13 10 0.313±0.157

95 14 0.254±0.13 10 0.300±0.150

90 14 0.241±0.12 10 0.285±0.142

1 100 49 0.143± 0.071 46 0.147±0.074

99 6 0.0404±0.020 3 0.0572±0.029

95 6 0.0388±0.019 3 0.0548±0.027

90 6 0.0367±0.018 3 0.0520±0.026

2 100 7 0.378±0.19 6 0.408±0.20

99.9 0 - 0 -

99.5 0 - 0 -

99 0 - 0 -

95 0 - 0 -

90 0 - 0 -

3 100 25 0.200±0.10 21 0.218±0.11

99 2 0.700±0.35 0 -

95 2 0.672±0.34 0 -

90 2 0.636±0.32 0 -

4 100 17 0.243±0.12 16 0.250±0.13

99 1 0.990±0.50 0 -

95 1 0.950±0.48 0 -

90 1 0.900±0.45 0 -

Table 3.1: DCR optimization studies in DS0 to 4 show that the sensitivity of the cut is

optimized at 99%. Results in DS2 suggest that higher acceptances, up to 99.9%, may be

optimal when multi-sampling is used.
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strator Data Sets (DS) 0 to 4. See Table. 6.2 for descriptions and exposures of each data

set, and Sec. 6.2 for a discussion of the standard analysis steps applied. DS5 was excluded

from this study due to the known elevated noise rate in its first half, which distorts the DCR

distribution and reduces the effectiveness of the analysis. Improvements that would mitigate

the effect of this noise are discussed in Sec. 7.2. Only enriched detectors were included in

the optimization study, since these detectors dominate the Demonstrator’s sensitivity to

0νββ.

For this study, the sensitivity was optimized by maximizing the figure-of-merit ε/
√
N b

over a range of DCR calibration-event acceptance levels, varying from 90% to 100%. See

Table 3.1. Based on the results, the DCR acceptance level was chosen to be 99%.

Higher acceptance levels are being considered for multi-sampled data (described in Sec. 6.2),

since the longer duration of the waveform tail leads to a more-sharply peaked DCR distri-

bution for bulk events. See Figure 3.6. Though the open exposure in this data set is low,

and higher statistics are needed to make a definitive recommendation, studies of DS2, which

used multi-sampling, suggest that a 99.9% acceptance DCR cut may be the optimal choice

for multi-sampled data.

3.3 Uncertainties Associated with DCR

3.3.1 Stability

To study DCR stability over time, calibration skim files are chained together and analyzed.

DCR values for every event are plotted as a function of time, with time presented as the

number of minutes elapsed since the beginning of the first calibration, with non-calibration

periods removed from the timeline. See Fig. 3.7, top. Only calibrations from the Module 1

source are used in the DS0-DS3 analysis, and only calibrations from the Module 2 source

are used in the DS4 analysis. Calibrations from both sources are used in the DS5 analysis.

Calibration runs with timing or quality issues are removed from all analyses.

Only single-site (as determined by A vs. E [37] and pile-up [58] cuts) events that pass
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Figure 3.6: DCR of single-site Compton continuum events in calibration data, in multisam-

pled data (DS2, in red) and singly-sampled data (DS3, in blue). In DS 2, DCR is more

sharply peaked for bulk events, allowing for a higher-acceptance DCR cut that retains the

same sensitivity to alpha events.

data-cleaning cuts, from detectors that are included in the energy spectrum analysis, are

included in the analysis. The energy window used for the 0νββ analysis is 2028 keV -

2050 keV. A second analysis of the 208Tl DEP (1590 keV - 1595 keV) is also conducted. A 40-

minute moving average of the DCR values within the closed range [-0.003,0.035] is calculated.

The larger upper bound was chosen to identify events with a high DCR due to failure of

the energy calibration of the max-pickoff energy trapENMCal. The mean DCR value is then

plotted at the central time value within each forty-minute window (see Fig. 3.7, middle).

Data points from the first and last forty minutes are excluded to eliminate bias due to

window effects.

The DCR cut efficiency (i.e. the percentage of events within the window with DCR< 0)

over time is plotted using the same moving-average algorithm, as in Fig. 3.7, bottom. Note
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that this method of calculating efficiency differs from the standard efficiency calculation,

which weights each detector’s efficiency by its active mass. A one-dimensional histogram is

created out of the efficiency values over time, and the standard deviation of this distribution

is taken to be the uncertainty in the efficiency of DCR over time, σstab.

Results are given in Table 3.2. If the efficiency deviates by more than 2σstab in a set of

calibration runs, the DCR parameters are re-evaluated using the relevant runs and a stability

correction is applied. Stability corrections to DCR are also applied when a stability correction

is needed in the A vs. E analysis [37]. Generally, instability in the DCR acceptance is caused

by a small change in the pole-zero constant of the channel, but changing noise conditions

can also change the efficiency. Proposed improvements that would minimize the instability

due to these effects are described in Sec. 3.4.2.

The current version of the analysis employs one to two long (8 to 12 hour) energy cal-

ibrations to set the cut in each Data Set, save for when additional stability corrections are

applied.

3.3.2 Statistical Uncertainty

In each channel, the statistical uncertainty of the cut efficiency is σstat =
√

(ε)(1−ε)
N

, where N

is the number of events rejected by the DCR cut in the set of calibration runs used to set

the cut, in the energy window being used. See Table 3.2 for the uncertainties in the 0νββ

efficiency window.

3.3.3 Pulse-Shape Bias

Irregularities in the pulse shapes of events, particularly charge-trapping re-release and multi-

site effects, can have an effect on the calculated DCR acceptance. Events with a transition

layer multi-site component, multi-site events occurring very near the point contact, and

events with high charge trapping, like those seen in 3.8, may be untagged by A vs. E

and data cleaning analyses, but will be accepted by the DCR cut with lower-than-average
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Figure 3.7: Stability study results for DS3 high-gain channels. The middle and bottom

figures are calculated using a 40-minute moving average; in these plots the filled dashed

region indicates the uncertainty in each value, taken as the standard deviation of the value’s

distribution in a given time window. The magenta lines indicate the mean of the plotted

values. Top: DCR values for all events passing cuts. Middle: The central value of DCR over

time. Bottom: The bulk acceptance of the DCR cut over time. The vertical lines indicate

the runtime boundaries of the long calibration run used to set the DCR cut, and the blue

line indicates the average efficiency in this time window. Plots courtesy of Chris Haufe.
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efficiency. A visual examination of the calibration events rejected based on their DCR values

shows many of them to be of this type.

To quantify the uncertainty introduced by these effects, we compare the DCR acceptance

in a 3σ window centered on the 228Th double-escape peak (DEP), a known sample of single-

site events, to the average acceptance in the left- and right-hand sidebands of the peak. The

difference is cited as the pulse shape-dependent bias (σPS) for each channel. This value is

generally positive, indicating that the acceptance in the DEP is higher than the acceptance

in the ROI, and therefore that we have taken a conservative estimate of the DCR efficiency.

The overall bias is given by an exposure-weighted average of the bias in each channel, since

σPS is assumed (conservatively) to be fully correlated among the detectors.

The pulse shape bias indicates that the DCR analysis is effectively tagging some fraction

of the multisite gamma events that go untagged by the A vs. E analysis. This implies that

the DCR analysis has power for rejecting background gamma events in addition to alpha

events.

3.4 Tested Improvements to the DCR Analysis

3.4.1 DCR Version 1.1

V1.1 of the DCR analysis, which corrects for the effect of bulk charge trapping in the detectors

on the tail slope, has been developed and tested. It was developed with the goal of reducing

the pulse-shape systematic uncertainty of the cut acceptance. Correcting for this effect will

also reduce the overall width of the DCR distribution, allowing for a more effective cut at the

same level of bulk-event sacrifice, and correct the slight broadening of the DCR distribution

with increasing energy.

Bulk Charge Trapping and the DCR Distribution

The bulk charge trapping in a given detector can be measured by its energy resolution im-

provement when the effective pole-zero charge trapping correction is applied. Using this
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Figure 3.8: The effect of pulse-shape on DCR, in one channel. The event drawn in black

passes the DCR cut, those in blue and red fail the cut. The event in blue is thought

to be a near-point-contact multi-site event, where the late charge arrival from the second

site gives it an “incorrect” energy for its tail slope. The one in red is thought to be a

transition-layer multisite event or an event with high bulk charge trapping, either of which

would contribute the additional slow component that changes its tail slope. All events are

normalized by(trapENMCal).
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Figure 3.9: The effect of bulk charge trapping on DCR in the 208Tl DEP and surrounding

continuum. The points in red are from detector P42537A, which exhibits a 3 keV FWHM

improvement in the 2614 keV peak when charge-trapping is corrected. The points in blue

are from detector P42661A, which exhibits a 0.4 keV improvement. The energy shown here,

which is used to calculate the DCR value, is trapENMCal.

method we can comparing the DCR vs. energy distributions for high charge-trapping de-

tectors and low charge-trapping detectors, as in Fig. 3.9. It is clear that for detectors with

minimal charge trapping, the DCR distribution is narrower and that all portions of a peak,

like the 208Tl double escape peak (DEP) shown, have consistent DCR acceptance. For a

detector with high charge-trapping, on the other hand, the low-energy tail, which contains

the events in which charge-trapping has occurred, has higher DCR values than the bulk of

the peak. This matches the effect that would be expected if bulk trapped charge were being

released on a 2-3 µs timescale, adding a slow additional component to the tail slope and

making it less negative.

Each energy peak shape in the spectrum is made up in part by a Gaussian peak, where
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events with normal charge collection appear, and an exponentially-modified Gaussian low

energy tail, which contains events in which bulk trapping has occurred [30]. Since the

Gaussian portion of the DEP is made up of events that are particularly likely to be single-

site and unlikely to have been affected by bulk charge trapping (since if they were affected

by trapping, they would be shifted into the low-energy tail of the peak), the acceptance of

these events will be higher than that of the surrounding continuum events. This increases

σPS. In detectors that have high bulk charge-trapping, this peak will therefore have higher

DCR acceptance than the Compton continuum in the 0νββ ROI, which is made up of events

with a normal incidence of charge trapping, making σPS large for that detector.

The presence of bulk charge trapping also broadens the overall DCR distribution, in-

creasing the tail of the distribution with high values of DCR. The amount of trapped charge

in an event at a given position in the crystal is expected to be a constant fraction of the

total energy, so the broadening due to this effect will increase with energy. This causes the

fall in DCR cut efficiency with increasing energy observed at higher-sacrifice cuts, as seen in

the left-hand plot of Fig. 3.10.

Correcting DCR for Charge Trapping

The charge trapping effect on DCR can be corrected because the distinctive trapping and

re-release timescales can be calculated from calibration data. Therefore, for a known level

of charge trapping in an event, its re-release effect on the waveform tail can be subtracted

from the tail slope δ, and then the DCR parameter can be calculated in the usual fashion

from the remaining slope.

In addition to trapENMCal, the standard Majorana analysis also includes another cali-

brated energy, trapENFCal, which corrects for charge-trapping through the use of an effective

pole-zero constant and a fixed-time pickoff of the trap filter relative to the start of the drift

of the pulse [30]. The amount of charge trapping in a given event can be quantified; it is
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Figure 3.10: Efficiency plots for the 90% acceptance DCR cut in P42537A, DS3, using v1.0

and v1.1 of the analysis. Left: DCR v1.0 cut efficiency with respect to energy, in 40 keV

bins. σPS is large and the efficiency falls with increasing energy. Right: The charge-trapping-

corrected (v1.1) DCR efficiency. The correction has reduced σPS and the overall energy

dependence has been corrected, but the efficiency is lower than expected in the full-energy

2614 keV peak. This requires further study.

given by the difference between the charge trapping-uncorrected and corrected energies, ∆E:

∆E = trapENFCal− trapENMCal

The dependence of δ on the trapping is found by plotting δ vs. ∆E and fitting with a line of

slope `E, as Fig. 3.11a. The energy dependence of this slope is then fit with an exponential

function, shown in Fig. 3.11b. Then, for a given event, the charge trapping-corrected tail

slope δCTC is:

δCTC = δ − (AeλE)∆E

where A and λ are the parameters found in the exponential fit.The DCR parameters are

then calculated as in v1.0, leading to a narrower DCR distribution, with less of a high-DCR

tail, as in Fig. 3.11c.

Preliminary tests show that the use of the charge trapping correction improves σPS and
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the energy-dependence of the DCR cut in detectors with significant charge trapping, but

further study is needed to understand its effect in the full-energy peak. See Fig. 3.10.

These tests have also shown that the calibration of trapENM is not reliable enough to use

as an indicator of the amount of trapped charge in every detector, since the large low-energy

tails make the mean of the Gaussian part of the peak difficult to identify reliably. Depending

on how the calibration of the energy is conducted, the peak positions may be offset by up

to several keV in some channels, leading to unphysical negative estimates of trapped charge.

Though v1.1 of the analysis is a good proof-of-concept, demonstrating that charge trapping

is leading to significant broadening of the DCR distribution and to the large observed pulse-

shape uncertainty, it is not the best path forward to reliably correcting for this effect, since

it requires very accurate energy calibrations and high statistics to determine the correction.

3.4.2 DCR Version 2.0

True Pole-Zero Correction

Future versions of the DCR analysis could be improved by applying de-convolution of the

full channel-specific electronic response function before searching for a remaining slow com-

ponent. This component could be identified either using a two-point slope estimator, like

the one used in v1.0 and v1.1, or some other method.

Preliminary work on the TUBE scanning system, using a two-point slope estimator after

pole-zero correction, shows that since this approach uses the full pole-zero decay function,

instead of first-order approximation, it gives a narrower distribution for bulk events. This is

particularly true at energies over 3 MeV, where muons and multisite events dominate. This

approach leads to improved discrimination of passivated surface events in this system, which

has a high background rates. See Fig. 4.6.

If a true pole-zero correction were employed in the DCR algorithm, the stability uncer-

tainty of the DCR parameters could be reduced by re-tuning the decay constant for each

detector with each weekly energy calibration of the Demonstrator. In the effective correc-
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(a) δ vs. ∆E is plotted and fit with a line of

slope `E , in red, for each energy peak.

(b) `E is plotted with respect to E and fit

with an exponential, in red. The assumption

of constant `E , in blue, is a poor model of

the observed behavior.
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(c) When corrected using the resulting parameters, the charge-

trapping-corrected DCR distribution in the 1 to 2.38 MeV range, in

blue, is narrower than the uncorrected distribution, in red.

Figure 3.11: The steps of the charge trapping tail slope correction, in P42537A, a high charge

trapping detector in DS3.
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tion used in v1.0 and v1.1 of the analysis, multi-hour calibration runs are needed to re-tune

the parameters; therefore, physics live time considerations prevent regular re-tuning. A true

pole-zero correction, on the other hand, can be determined using very few (less than 500)

events, allowing it to be re-tuned using the already-established weekly energy calibrations.

Waveform Filtering

During a portion of Data Set 5, which is not used in this analysis, ground loops are known to

have been responsible for problematic noise in the system. Studies of these runs have shown

that in spite of the 1µs averaging window used to measure the tail slope δ, the addition

of this noise drastically broadens the DCR v1.0 distribution. This noticeably reduces the

efficacy of alpha rejection for any given bulk acceptance efficiency.

Initial work has begun on applying waveform filtering prior to DCR parameter estima-

tion; notch, wavelet, and bandpass filtering approaches are all being considered. Since it is

high-frequency noise that cases bulk DCR distribution broadening, and the low-frequency

components of the waveform that indicate that delayed charge recovery is occurring, filtering

is expected to be quite effective.

Charge Trapping Correction

Further work is also being done on a waveform-by-waveform charge-trapping correction,

which uses the drift time of the pulse to calculate the expected amount of charge lost in

the bulk. Early results indicate that this approach is more reliable than the estimate of ∆E

used in v1.1, and dramatically reduces the width of the DCR distribution, allowing for more

effective surface event discrimination.
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3.5 Results in the Majorana Analysis

3.5.1 Efficiencies

In each channel, the average acceptance for single-site events (after standard Majorana

analysis cuts are applied, as described in Sec. 6.2) in the Compton continuum region, taken

to be from 1 MeV to 2.38 MeV, is set to match the quoted acceptance of the cut. For instance,

dcr99 has average bulk acceptance of 99%, as nearly as is allowed by the finite statistics of

the sample used to set the cut.

The true acceptance for the 0νββ region is calculated from that energy region directly,

also using calibration data, due to the energy non-linearity effect, as discussed above. It is

given in Table 3.2 for each of the data sets.

3.5.2 Uncertainties

As discussed, the pulse shape systematic uncertainty and uncertainty due to cut instability

dominate, with the statistical uncertainties contributing about 0.2% and the energy scale

uncertainty contributing negligibly. The uncertainties for each data set are given in Table 3.2.

3.5.3 DCR Validation in Low-Background Data

The DCR in each low-background skimmed data set is checked using a dedicated validation

script, which is used to check for channels in which the DCR parameters are not being

applied correctly, unexpected energy dependence, and other errors in the DCR parameters.

The validation script is applied first to the open data, and then, after unblinding, to the

remaining data. Standard Majorana analysis cuts are applied (see Sec 6.2). The energy

range used is from 100 keV to 9 MeV. This script produces the following plots:

• The DCR distribution in each channel: It should have a roughly Gaussian shape, with

a high-DCR tail extending to the right. The peak should be centered at a DCR value

less than 0. See Fig. 3.12a. If a channel does not have a DCR cut available, a sharp
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Data Set εROI (%) σPS (%) σstab (%) σstat (%) σtot (%)

DS0 98.1 0.8 0.3 0.1 0.9

DS1 95.6 1.1 0.8 0.1 1.4

DS2 98.6 0.9 0.5 0.2 1.1

DS3 99.1 0.9 0.4 0.1 0.9

DS4 98.9 1.2 0.5 0.1 1.3

DS5a 92.1 0.7 2.5 0.3 2.6

DS5b 95.8 1.4 1.7 0.2 2.2

Table 3.2: 0νββ efficiency and uncertainties, given for high gain channels in each data set.

DS5 was split into DS5a and DS5b because the presence of elevated electronic noise in DS5a

(due to known ground loop problems) drastically reduced the effectiveness of the DCR cut

in these runs. The addition of waveform filtering should allow the DCR analysis in DS5a to

be improved.
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(a) The DCR distribution. (b) The DCR distribution for each channel.

(c) The number of events remaining after the

DCR cut, in each channel.

(d) The spectrum after the DCR cut is ap-

plied.

(e) The spectrum of events cut by DCR. (f) The DCR vs. energy distribution.

Figure 3.12: The results of DCR validation of the 90% bulk-acceptance cut for DS 3 high

gain channels.
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Figure 3.13: The rejection fraction of the 90% bulk-acceptance DCR cut as a function of

energy, in DS 3 high gain channels.

(single-bin-width) spike will appear at 0 along with the Gaussian for the correctly

calculated parameters.

• The DCR distribution for all channels: Each distribution should be peaked just below

0, with a tail extending to high-DCR values. All events appearing at 0, or a peak

appearing in a different location, are indications of errors in the DCR parameters. See

Fig. 3.12b.

• The number of events retained by the DCR cut in each channel: All bins should be

similar in height, since the event rate in the low-background data is dominated by 2νββ

decay (in the enriched detectors) and by low-energy gamma events. See Fig. 3.12c.

• The energy spectrum after the DCR cut is applied: It should resemble the 2νββ

spectrum at energies above 500 keV, with no large dips at any particular energies.

There should be few events remaining above 1.8 MeV. See Fig. 3.12d.
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• The energy spectrum of the events removed by the DCR cut: It should be roughly flat,

with a small rise at low energy. See Fig. 3.12e.

• The DCR vs. energy distribution of events: Most events above 1.8 MeV should have vis-

ibly high DCR. Below 1.5 MeV, most events should have DCR below 0. See Fig. 3.12f.

• The DCR rejection efficiency as a function of energy, in 10 keV bins: It should be

at or near 1 in most bins above 1.8 MeV, and fall to approximately the chosen cut

bulk-rejection (in this case, 90%) at energies below 1 MeV. See Fig. 3.13.

Additionally, stability studies are conducted of each data set, and the necessary stability

corrections are applied. If no anomalies or significant instabilities are found, the DCR cut is

ready to be used in spectral analysis. Other checks, like a verification that the 2νββ decay

rate is consistent in all enriched detectors, are also applied at that stage.
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Chapter 4

THE TUBE SCANNING SYSTEM

4.1 Introduction

As previously discussed in Ch. 3, alpha particle backgrounds originating on or near the passi-

vated surface of P-PC detectors are a major contributor to the Majorana Demonstrator

background spectrum, but can be identified effectively via a delayed-charge recovery (DCR)

pulse-shape discriminator. While 228Th source calibrations and 2νββ events can be used to

estimate the DCR acceptance of bulk events, a sample of known passivated-surface alpha

events is needed to estimate the alpha rejection efficiency of the analysis. Such measurements

can also be used to estimate the alpha background spectral shape both before and after the

DCR cut, allowing the construction of an accurate background model for the Demonstra-

tor.

Given that the weighting potential near the passivated surface varies with radius (see

Fig. 5.6), the energy lost to delayed charge in these events, and therefore the reconstructed

energy of the events, is also expected to vary with radius. Similarly, the rate of charge re-

release and amount of charge released, which combine to produce the DCR parameter value,

are also expected to vary with radius. These variations lead to an radially- (and therefore

energy-) dependent alpha rejection efficiency. The signs of the DCR and energy correlations

with radius depend on the mechanism of charge delay and/or loss, including whether only

electrons or both holes and electrons are affected, and whether surface-charge transport or

charge-trapping (followed by re-release into the bulk) near the passivated surface is primarily

responsible for the observed delayed-charge effect.

To study these effects, a collimated 241Am source was used to scan PONaMa-1, a P-

PC detector with the same geometry as the enriched detectors currently operating in the
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PONaMa-1 Properties

Diameter 68.9 mm

Height 52.0 mm

Dimple Diameter 3.2 mm

Dimple Depth 2.0 mm

Capacitance 1.8 pF

Depletion Voltage 1850 V

Leakage Current 10 pA

Resolution at 1332 keV

(Measured at ORTEC)

1.99 keV

Table 4.1: Dimensions and operating parameters of the PONaMa-1 P-PC detector.

Majorana Demonstrator. Data was taken at with the source incident at positions

spanning nearly the entire diameter of the passivated surface.

4.2 Experimental Setup

4.2.1 PONaMa-1

The detector chosen to be scanned was PONaMa-1 (serial number TP42486A), a test-run

detector produced by ORTEC using natural-abundance germanium. Its production pro-

cess was identical to that used for the enriched detectors in the Demonstrator, and its

geometry is similar to that of those detectors. Its properties are given in Table 4.1.

4.2.2 The TUBE Scanner

The TUM (Technical University of Munich) Upside-down BEGe (TUBE) scanner is a custom-

built cryostat first made to study the backgrounds in GERDA due to surface interactions

on the p+ electrode and groove of Canberra BEGe P-PC detectors [14]. It allows a P-PC
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Figure 4.1: Simplified top (top) and bisected views (bottom) of the TUBE scanner, showing

key dimensions. The thermal braids connecting the IR umbrella to the IR cup and the mylar

covering of the IR umbrella are not shown. Details of the detector cup, front-end electronics,

and cold-finger are also removed for clarity.
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detector to be installed “upside-down,” with the passivated surface facing upwards, so that

the surface may be scanned with a collimated source. The scanner consists of three main

parts, seen in Fig. 4.1: the cryostat, detector holder, and collimator assembly.

The cryostat is made from a stainless steel tube with top and bottom flanges, with

a vacuum feed-through that allows the cryostat cold-finger and signal electronics (from a

Canberra vendor cryostat) to be inserted. A rail system is mounted at the top of the vessel,

with a rotational feedthrough on the sidewall that allows the collimator radial position to

be changed while the system is under vacuum. The collimator assembly is mounted to the

carriage of this rail system, which has a pitch corresponding to 1.5 mm of travel for every turn

of the spindle. Ultra-high vacuum in the vessel is achieved using a turbomolecular pumping

stand with a diaphragm forepump, connected to the system by Viton-sealed flanges. The

measurements described here were taken with the pump in continuous operation, though

the cooled system can retain pressures of around 1E-5 mbar even after eight hours without

pumping.

The detector is mounted in a modified version of the original TUBE copper holder,

adapted for the dimensions of PONaMa-1 by the addition of teflon shims. This holder was

made by adapting the vendor-cryostat detector mount, and houses the front-end electronics.

Contact with the p+ electrode is made via a spring-loaded contact pin, held in a narrow

Teflon R© holder that also provides routing for the signal cable, which runs from the contact

pin to the front-end electronics. This holder creates a 6-mm “blind spot” on the detector

surface that cannot be scanned. See Figs. 4.3 and 4.4.

This assembly is housed inside a copper infrared (IR) shield (called the “IR cup”) with

a 3 mm-wide slit running along its diameter. This slit defines the axis that is scanned along,

as the source beam shines through it onto the detector surface. See Fig. 4.1.

Further IR-shielding, required due to the high IR-shine susceptibility of the large passi-

vated surface of ORTEC P-PC detectors, was added for use with PONaMA-1. It is provided

by a copper “IR umbrella” shield, mounted on the tip of the collimator and moving along with

the source. This shield, which minimizes the IR-shine onto the passivated surface through the
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Figure 4.2: A photo of PONaMa-1 installed

in the TUBE detector cup. The contact

pin, visible at the center of the detector,

is held by the Teflon R© crossbar, with the

signal cable running along the top.

slit of the IR cup, is thermally grounded to the cup via two flexible high-thermal-conductivity

copper braids. The dimensions of the IR umbrella were subject to the existing constraint

of the TUBE cryostat chamber diameter; therefore, it does not completely cover the IR cup

slit at all scanning positions. This leads to variation in the detector leakage current as the

collimator is moved along the surface. The top face of the IR umbrella is covered with several

layers of insulator-backed Mylar R©, to minimize its radiative heat-load. The IR umbrella and

mylar sheets have a 3 mm diameter hole to allow the source beam to penetrate.

A photo of the TUBE scanning system (Fig. 4.4) shows the IR umbrella, thermal ground-

ing braids, and Mylar R©insulation.

4.2.3 241Am Source and Collimator Properties

The collimator has an overall length of 53 mm, and is suspended from the carriage of the

rail system. The source is housed in a copper holder with a 1 mm-diameter collimating hole.
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rd	=	0	
ns	=	20	

rd	>	0	
ns	>	20	
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Figure 4.3: A diagram showing the accessible scanning regions and the coordinate systems

used to describe the source position. The dark gray and light gray regions represent the pas-

sivated surface and edge of the n+ contact surface, respectively. The gold triangle represents

the source beam, which forms a 65◦ angle to the negative r axis. The blue region represents

the portion of the detector visible through the IR cup slit, and the red region is the path

traced out by the source beam. Notice that due to the misalignment of the two axes, only

the region of their overlap can be scanned. The black region is the inaccessible “blind spot”

due to the contact-pin holder. It occludes all but one edge of the p+ contact region, which

spans the region from rd = −1.6 mm to rd = 1.6 mm. The misalignment is estimated as

described in Sec. 4.3.1. Dimensions not to scale.
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Figure 4.4: A photo of the inside of the TUBE scanner. The moving carriage and rail

system is at the top, with the source and collimator suspended from it. The IR umbrella is

suspended from the collimator tip, and is cooled via the thermal grounding braids, one of

which is visible at the bottom of the photo.

The beam then passes through a teflon and aluminum tube, with a collimating hole of 3 mm

in diameter, that thermally isolates the source holder, carriage, and rail system from the IR

umbrella. The collimator assembly ends in a copper tip with a 1 mm diameter collimator

hole, which is chamfered to create a source-beam incidence angle of 66.8◦ to the horizontal

plane. In the course of mounting the collimator to the rail system, this angle may change

by up to 2.3◦ in either direction without impeding the movement of the source. For these

measurements, the incidence angle is taken to be 65◦, as discussed in Sec. 4.3.1. The spot

size of the source on the detector surface is estimated to be 1.8 mm in diameter.



71

The 241Am source used was a 40 kBq alpha spectrometry source provided by Eckert &

Ziegler Nuclitec GmbH, with product code AMR14. It is an open source, with the radionu-

clide deposited onto a 7 mm-diameter spot of a stainless steel disc. This minimizes energy

degradation, giving an expected full width at half maximum for the 5.486 MeV alpha peak

of less than 20 keV. In the expected event rate calculation, we assume that the radionuclide

is deposited with equal density over the entire 7 mm-diameter spot.

Given the source strength and collimator geometry, an activity of 18 mBq (65 events/hour)

is expected at the detector surface. 84.8% of events, corresponding to an activity of 15 mBq

(54 events/hour) should include a 5.486 MeV alpha emission. Another 13.1% of events in-

clude a 5.443 MeV alpha emission [25]. If the energy resolution of the detector is sufficiently

reduced by interactions in the passivated surface, these peaks will be indistinguishable, and

98% of the total activity will lie in the observed peak.

4.2.4 Muon Veto System

The expected vertical flux of cosmic ray muons with energy over 1 GeV is 1 cm−2 min−1 at

sea level for a horizontal detector [59]. Therefore the expected rate of high energy muons in

the TUBE system detector is approximately 620 mBq (2240 events/hour), far overwhelming

the expected alpha event rate. An active muon veto system is used to reduce the cosmic

muon background rate. The veto system used consists of a 82 cm by 60 cm BC-408 plastic

scintillator panel that is 5.5 cm thick and 2-inch photomultiplier tube (PMT), placed on top

of the cryostat.

4.2.5 Data Aquisition

High voltage to PONaMa-1 was suppled by a CAEN N1471HA module. The detector was

first operated at 950 V of bias, 100 V above the observed depletion voltage; ultimately, the

bias was raised to 1050 V to eliminate pinch-off. A Canberra Model 2002 Spectroscopy

Preamplifier was used, with the low gain (100 mV/MeV) setting in place.
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The veto system PMT was operated at a 1000 V bias, and amplified using a Canberra

Model 2025 AFT Research Amplifier, with a gain of x20 and a shaping time of .5µs.

Data from both PONaMa-1 and the muon veto system were recorded with a Struck

SIS3302 digitizer, sampling at 100 MHz. The digitizer and readout are controlled using

ORCA (Object-oriented Real-time Control and Acquisition) [36].

4.3 Measurements Taken

4.3.1 As-Built Geometry

Several aspects of the TUBE scanner geometry are determined at the moment of assembly,

and are subject to human error. In particular, both the total vertical distance between the

collimator tip and detector surface and the source beam incidence angle are approximate.

Given the observed positions of the detector edges, the vertical spacing is thought to be

22 mm (rather than the expected 18 mm), and the angle of incidence is thought to be 65◦

(rather than the expected 66.8◦).

With these as-built dimensions, the mapping from number of turns of the spindle, which

is used to describe the data sets, to source spot position on the detector surface is given

by rd = (ns − 20)(1.5 mm), where ns is the number of turns and rd is the distance from

the point contact on the surface of the detector. Negative and positive radii are defined as

shown in Fig. 4.3, with 0 at the center of the p+ contact. The region between rd = −1 mm

and rd = 7 mm is occluded by the contact-pin and PTFE contact-pin holder, and cannot be

scanned.

In the course of the measurements, it was discovered that the IR cup slit and scanning

axis were misaligned. This led to a falling source rate at large-magnitude negative scanning

radii, as seen in Fig. 4.10. An additional slight sideways shift in the collimator mounting

position (i.e. when aligned with the P-contact, the source shines slightly to one side of the

IR-slit center line, rather than into the center of the P-contact), leads to a difference in

the source obstruction at negative and positive radii. Based on the observed source rates
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and known geometry, the angular misalignment must be less than 2.5◦, and the sideways

misalignment must be less than 1 mm.

Hysteresis effects were observed in the source position, so an uncertainty of 0.75 mm

(corresponding to a 1/2 turn of the spindle) is assigned to all source positions.

4.3.2 Data Sets

Data were taken at all integer-turn positions for at least 24 hours. Each of these run sets,

taken without changing the source position or operating conditions, is grouped into a data

set. Several multi-day runs were also taken to study the stability of the system. In those

cases, multiple data sets cover the span of time, with each data set corresponding to approxi-

mately one day of run time. Scanning positions were repeated non-contiguously to study the

effect of the source position hysteresis and the long-term stability of the DCR parameters.

Measurements were taken at half-turn positions in the vicinity of the p+ contact and at the

edges of the passivated surface.

4.4 Data Processing Scheme

4.4.1 Analysis Chain

The data were analyzed using a modified version of the Majorana processing stream. Runs

are limited to half an hour in duration and 2 GB in file size. In practice, alpha source and

background runs are half an hour long, and thorium calibration runs (whether taken with a

228Th or 232Th source) are shorter.

Each half-hour run is processed independently until the final step of processing. Using the

Majorana-OrcaRoot (MJOR) and OrcaRoot software packages, the raw ORCA output files

are converted into ROOT output files, which contain TTrees of ORCA output parameters

encapulated in Majorana GERDA Data Objects (MGDO) classes. Included in each run’s

TTree are the raw waveforms collected by the digitizer. These waveforms are 30µs long

and sampled at 100 MHz, with the trigger appearing about 10µs after the start of the
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waveform. These waveforms are packaged into “events,” which contain all waveforms that

triggered within a 10µs window. If a cosmic ray muon triggers both the veto panel PMT

and germanium detector, for instance, the event will contain two waveforms. The resulting

files are referred to here as “built” data files.

The built data is then processed using the Germanium Analysis Toolkit (GAT) software

package. At this processing step, each waveform has a variety of filters (such as baseline

removal, pole-zero correction, etc.) and parameter calculators applied to it. Multiple wave-

forms in a given event are also processed together to give parameters such as multiplicity.

The energy calibration (determined as described below) is applied during this stage of pro-

cessing. All of the resulting values are saved to the “reconstructed” data files, which do not

contain the waveforms themselves.

A summary of the parameters saved at this stage is given in Table 4.2. Baseline removal is

applied by subtracting the average value of the first 500 waveform samples from each sample

of the waveform. The pole-zero correction applied uses the decay constant τ = 44.224µs,

found by fitting to the decay of 1000 pulses in a calibration run from the first calibration data

set taken. The trapezoidal filter used for energy reconstruction has an integration time of

8µs and a collection time of 3µs. A second trapezoidal filter, with integration time of 0.5µs

and collection time of 0.3µs, is used to tag pile-up events. A one-sided trapezoidal filter,

with integration time of 200 ns and peaking time of 10 ns, is used to calculate the current

‘A’ used in the determination of A vs. E [37].

Three varieties of the waveform tail slope, which will be used to determine the DCR

parameters, are saved. The values are the result of a two-point slope calculation, using

the average value (in ADC) of the waveform in a 1µs region for each of the points. All

three varieties use the region starting 2µs after the 97% rise point of the waveform as the

first point. The blrwfSlope and blrpzcwfSlope use the final 1µs of the baseline-removed

waveform as their second point. The former uses the effective pole-zero correction strategy

described in Sec. 3.2. For the latter, true pole-zero correction is applied before measuring

the slope. The mjdblrwfSlope parameter emulates the waveforms collected in Majorana
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Selected Reconstructed Data Parameters

Name Description

run Run number

channel Channel (Ge or PMT)

timestamp Digitizer timestamp at time of trigger (in 10 ns units)

startTime Start time of run (in UTC)

stopTime Stop time of run (in UTC)

m Multiplicity of event

pileUpWFsnRisingX Number of rising threshold crossings of pile-up trap. filter

trapEMPZ Maximum of baseline-removed, pole-zero corrected,

trapezoidal-filtered waveform.

trapEMPZCal Calibrated version of the above, used for Ge energy de-

termination.

onboardE Digitizer trap. filter energy, optimized for PMT energy

determination

blrwfSlope Tail slope of baseline-removed waveform

mjdblrwfSlope Tail slope of MJD-emulating baseline-removed waveform

blrpzcwfSlope Tail slope of baseline-removed pole-zero-corrected wave-

form

TSCurrent200Max Current filter maximum

Table 4.2: Selected reconstructed data parameters, with brief descriptions.
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Figure 4.5: Sample 2614 keV waveform, with the points needed to calculate various tail slope

parameters. The star indicates the 97% rise point of the pulse. The blue waveform has had

its baseline removed; the slope between the averages in the violet and blue dotted regions

is the blrwfSlope. The red waveform has had its final 10 us chopped following baseline

removal to emulate singly-sampled MJD waveforms; the slope between the averages in the

violet and red dotted regions is the mjdblrwfSlope. The black waveform has had pole-zero

correction applied after baseline removal; the slope between the averages in the black dotted

regions is the blrpzcwfSlope.

data sets that do not use multi-sampling (MJD Data Sets 0, 1, and 3-5). For this parameter,

the baseline-removed waveform is cut to have only 2016 samples, removing the final 10µs of

decay tail. Then the final 1µs of the shortened waveform is used as the second region. See

Fig. 4.5.

In the final step of processing, GAT is used to combine about 24 hour’s worth of con-

secutive runs into a skimmed data set. An offline energy threshold is applied to both the

germanium and PMT data to reduce the number of noise events in the data set, and these
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Figure 4.6: A comparison of dcr90 (in blue) and dcrpzc90 (in black) in single-site calibration

events (from calibration Data Set 8) after the muon veto is applied. dcr90 falls and degrades

in resolution at energies over 4 MeV. Though dcrpzc90 rises slightly with increasing energy,

likely due to a small change in the pole-zero decay constant τ between calibration Data Set

1 and 8, the effect is minimal compared to the broadening of dcr90.

thresholds are used to calculate a “clean” multiplicity that excludes events below the analysis

threshold.

Other high-level parameters (i.e. those that require calibrated energy as an input value)

are also calculated at this stage. These include A vs. E, which is the multi-site event

discriminator used in this work [37], A/E, a multi-site discriminator that is used to identify

near-point-contact events, and the DCR parameters, described below.

4.4.2 DCR Parameters

For a detailed discussion of the procedure used to calculate DCR parameters, see Ch 3.

Four types of DCR parameters are calculated for each PONaMa-1 waveform. For each
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of the parameters, versions are saved with 99% and 90% bulk acceptance. The dcr90 and

dcr99 parameters are calculated using the waveforms after baseline-removal, with no other

filters applied. The mjddcr90 and mjddcr99 parameters are derived from the MJD-emulating

waveforms, which have only a 10µs decay tail, instead of a 20µs one. They are provided as a

point of comparison to study the effectiveness of the DCR analysis in the Majorana Data

Sets that do not use multisampling. Both of these sets of DCR parameters are calculated

using the procedure described in Sec. 3.2

The final 2 sets of DCR parameters, the DCRPZC and DCRPZCnorm parameters, are

calculated using the baseline-removed waveform after pole-zero correction. This eliminates

the need for the step in which the tail slope parameter is projected onto the energy axis, and

creates a DCR parameter that has no dependence on energy for high-DCR events, unlike

the other DCR parameter values. The DCRPZC parameters are a measure of the amount

of delayed charge collected in the first 20µs after the fast, bulk charges are collected.

The dcrpzc90 (dcrpzc99) parameter is calculated by finding the 90% (99%) acceptance

value of blrpzcwfSlope for single-site non-muon events with energies between 1 MeV and

2380 keV, and subtracting this value from blrpzcwfSlope. Therefore, 90% (99%) of bulk

events should have dcrpzc90 (dcrpzc99) < 0.

The DCRPZC parameters are the most appropriate set to use when comparing TUBE

results to waveform simulations, which do not include pole-zero decay. This version of the

DCR analysis also performs better with respect to muon events; bulk events have consistent

average DCRPZC even at high energy, while DCR degrades in resolution and falls off at

energies above 4 MeV. See Fig. 4.6. Except for cases in which a direct comparison of TUBE

results to Majorana data is required, DCRPCZ is used in this work. Ultimately, we plan

to move to a similar analysis for the Majorana data as well, as described in Sec. 3.4.2.

Additionally, normalized versions of DCRPZC, dcrpzc90norm and dcrpzc99norm, are

calculated to correct for small instabilities in gain, PZ-decay constant, and noise in the

system. To create these parameters:
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• The blrpzcwfSlope distribution of single-site calibration events with 1 MeV< E <

2380 keV is fit with a Gaussian peak, the fit range of which is set to exclude the high-

DCR tail).

• The centroid of the fit is subtracted from blrwfSlope.

• The 90% (99%) acceptance value is found as described above.

• The shifted blrpzcwfSlope values are normalized by the cut value.

Therefore, the mean value of dcrpzc90norm (dcrpzc99norm) is 0, and 90% (99%) of bulk

events should have dcrpzc90norm (dcrpzc99norm) < 1. The value of these parameters is

insensitive to changes in the gain of the system, unlike the unnormalized DCRPZC param-

eters. The DCRPZC parameters also allow for a simple evaluation of how well-separated a

given alpha event peak is from the bulk events.

4.5 Detector Performance

PONaMa-1 was first installed in the TUBE scanning system in September of 2016. In

January of 2017 it was remounted to correct a significant misalignment and to install a

spectral-grade source, which replaced the closed energy-degraded source that had original

been installed. Data were taken from February 2nd to July 10th, 2017. Over these months,

the detector’s performance was consistent and stable.

4.5.1 Energy Calibration

Energy calibration using the GAT Multipeak Fitter [30] is applied to each data set. Fourteen

peaks in the spectrum ranging in energy from 295 keV to 2614 keV are fit with a Gaussian

peak, a low energy tail, a high energy tail (which fits to small values, in general), a step (which

is centered at the Gaussian centroid), and a linear or quadratic background (depending on

the expected shape of the continuum in the vicinity of the peak).
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Comparing the resulting fit to a fit in which the peak positions were allowed to float, it

was found that a linear calibration curve gave a poor fit to the peak positions in the spectrum.

The residuals appeared to lie on a quadratic curve, with the 2614 keV peak position being

underestimated by up to 0.8 ADC (corresponding to approximately 1 keV).

The fit was improved by the addition of a quadratic component to the peak position

function (see Fig. 4.7). I.e., the uncalibrated peak position is given by:

EADC = p0 + p1EkeV + p2E
2
keV ,

where p2 is positive. With this change, the peak position residuals are generally less than

0.4 ADC and are evenly distributed about 0, though some non-linearity remains, likely due

to digitization effects.

4.5.2 Energy Stability

Given the high room background rates, it is possible to calibrate every data set independently,

without relying on dedicated calibration runs. The energy stability within data sets is

measured by calculating the position of the 2614 keV peak in ADC for each data set by

applying the appropriate calibration constants, and then calculating the absolute value of

the shift between consecutive data sets. The average shift is found to be 0.68 ± 0.60 ADC,

corresponding to 0.92± 0.81 keV at the 2614 keV peak.

All shifts in the energy scale had less than a 2 ADC effect on the position of the 2614 keV

peak save for one, between runs 1638 and 1639, which led to a shift of 4 ADC. This shift was

large enough to require that a stability correction be applied in the pulse-shape discriminating

parameters, as discussed below.

4.5.3 Energy Resolution

The average FWHM at the 2614 keV peak is 3.2 ± 0.6 keV. The Gaussian component of

the peak has an average standard deviation of 1.1 ± 0.1 keV, which would correspond to a

FWHM of 3.0± 0.3 keV. The remaining contribution is due primarily to the low-energy tail,
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Figure 4.7: The residuals of calibration peak positions. The entire spectrum was first fit

with the peak positions (in ADC) restricted to lie either on a linear (in black) or quadratic

(in blue) function of energy (in keV), and then fit with the peak positions allowed to float.

Figure 4.8: A comparison of A vs. E (left) and A/E (right) in calibration events (from

calibration Data Set 8) after the muon veto is applied. The color scale indicates the number

of events. Near point-contact events have energy-dependent values of A vs. E, as seen in the

sloped upper edge of the A vs. E distribution when it is drawn with respect to energy, but

have energy-independent values of A/E. Therefore, A/E is used to identify near-point-contact

events.
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with a minimal contribution from the high-energy tail. The average resolution curve of the

gaussian component is given by:

σ =
√

2.79× 10−1 + 3.21× 10−4EkeV + 2.84× 10−9E2
keV

The resolution suffers due to the continuous operation of the turbopump attached to

the TUBE cryostat, since microphonic noise is introduced into the system. However, it was

determined that the resolution was satisfactory for these measurements, and that gaining

added duty cycles by avoiding pumping between measurements was a higher priority than

optimizing the energy resolution.

4.5.4 A vs. E

The “A vs. E” pulse shape discriminator is used to tag and eliminate multi-site events, as

described in [37]. The parameters for the cut are set using 228Th calibration runs, since the

228Th spectrum has no other spectral peaks near the 2614 keV double-escape peak (DEP), at

1592 keV. The 232Th spectrum, on the other hand, has a gamma peak at 1588 keV from the

decay of 228Ac; this peak is not well-separated from the DEP, and can contribute multi-site

events that lead to an inaccurate A vs. E cut calibration.

The current is estimated using a 200 ns TSCurrent filter, which estimates the derivative of

the pulse from a running linear fit over a small range of the waveform. The energy estimator

used, trapEMPZCal, is described above. The process used to determine the correct parame-

ters and calculate the efficiencies and uncertainties is exactly that used for the Majorana

analysis [37].

To correct for the gain and noise change that occurred following run 1639, the A vs. E

parameters and results are calculated separately for these two run periods. See Table 4.3.

These cuts are set using calibration Data Sets 1 and 8, which are 17.9 and 2.9 hrs in duration,

respectively.
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4.5.5 A over E

Since the width of the distribution of “A vs. E” estimator values depends on energy (see

Fig. 4.8), it is a poor choice of parameter to describe the shape of the pulses from near-point-

contact alpha events. For that, we use “A/E,” the current discriminator normalized by the

energy. Using this estimator, near-point-contact events appear in an energy-independent

band at higher values than single-site events.

The A/E parameters are determined following a similar procedure to that outlined in

[27]:

• “A,” the maximum current, is taken to be the maximum value of a 200 ns TSCurrent

filter.

• The ratio A/E is calculated for all events.

• For each of eight spectral peaks with energies from 1000 to 2220 keV, the mean A/E

value is calculated.

• A linear function in energy is fit to the mean A/E values. This energy correction is

applied to all A/E values.

• The A/E cut value is chosen such that 90% of events in the DEP are accepted, following

statistical background subtraction using the sidebands of the peak.

• The cut value is subtracted from the energy-corrected A/E value to give the “multi-site

corrected A/E” (A/Ecorr,MS).

• The 99% acceptance value of of A/Ecorr,MS is determined. This is the value that 99% of

events (whether multisite or single-site) with energies between 1 MeV and 2630 keV lie

below. A/Ecorr,MS is normalized by this value to give the parameter hereafter referred

to as ‘A/E.’
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PSD Run Range DEP (%) SEP (%) ROI CC (%)

A vs. E 1 - 1639 90.4 ± 2.7 20.0 ± 4.0 70.6 ± 1.1

A vs. E 1639 - 6189 90.1 ± 1.0 11.4 ± 0.8 50.9 ± 0.6

A/E 1 - 1639 90.2 ± 3.0 11.9 ± 1.0 48.7 ± 1.3

A/E 1639 - 6189 89.6 ± 1.9 12.6 ± 0.7 53.7 ± 0.8

Table 4.3: Multi-site discriminator survival fractions in the 208Th escape peaks and in the

Compton continuum near the 0νββ region-of-interest.

Therefore, multi-site events are expected to have A/E < 0, and single-site events will

have A/E > 0. The final normalization corrects for gain instability and changes in the

noise of the system, and 99% of calibration-run gamma events will have A/E < 1. Near

point-contact events will have A/E � 1.

As for A vs. E, the A/E acceptance in the DEP and SEP is calculated using statistical

background subtraction. The region from 1989 keV to 2089 keV, termed the 0νββ region,

provides an estimate of the Compton continuum reduction provided by the cut. Again, a

stability correction is applied after run 1639. See Table 4.3.

4.5.6 Muon Veto

The energy in the muon veto panel is estimated using the digitizer onboard trapezoidal

energy filter, with integration time of 2.63µs and collection time of 2.5µs. An offline thresh-

old is applied to avoid cutting on noise events in the PMT. Events in the P-PC detector

that occur within 10µs of a muon panel event are vetoed. After the cosmogenic muon

cut, the germanium detector event rate in the 3 to 10 MeV energy window is reduced from

1245 events/keV/hr to 823 events/keV/hr.

The muon system efficiency is not expected to be 100%, since particles with high zenith

angles can hit the germanium detector without passing through the muon veto panel. Addi-
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tionally, the background reduction provided by the veto system is likely reduced by the poor

noise performance of the PMT, amplifier, and energy filters. The system was not extensively

tuned to optimize the energy threshold. In spite of this, the germanium spectrum of vetoed

events has the expected features (see Fig. 4.9). The reduction of the muon rate achieved is

sufficient to allow measurements of the alpha source peak.

Figure 4.9: The Ge energy spectrum, before and after the muon veto is applied (in black

and blue, respectively), and the Ge spectrum of vetoed events (in red). Note that the largest

peak in the veto spectrum is seen at 511 keV, as is expected from true coincidence events

due to pair production in materials near the detector, with a second small peak appearing at

1022 keV. An additional small peak is seen at 1460 keV, due to the high random coincidence

rate of 40K events, potentially from the PMT itself.

4.5.7 Live Time Analysis

The dead time induced by the germanium detector and veto system are comparable to one

another. The P-PC detector triggers at approximately 60 Hz with a trigger window of 30µs,
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and the muon veto system triggers at approximately 90 Hz with a trigger window of 20µs.

Each system contributes an expected dead time fraction of 0.18%, leaving a total expected

live time fraction of 99.64 %.

In the the average data set used in this analysis, which is 22 hours long, the live time

reduction gives 0.08 hours (or less than 5 minutes) of dead time.

Given the smallness of this effect compared to the statistical uncertainties in this analysis,

the second-order effect of accidental coincidences is negligible, and is neglected.

4.6 Alpha Event Rate

As a result of the as-built misalignment of the scanning and fixed IR shield axes (see

Sec. 4.3.1), the alpha event rate varies with scanning position. Since the degree of mis-

alignment is not known a priori, it is estimated from the data.

The fits to the energy spectra described in Sec. 5.1.1 are used to find the mean energy and

width of the alpha peak, and a sideband region is selected as described in App. A. Using the

sideband region, the alpha-source and a source-free spectrum are normalized to one another,

and a count of the Poisson excess above the alpha-source-free runs in a 5σ window around

the peak energy is used to calculate the rate at each position.

The assumption of a Gaussian-shaped peak in the energy spectrum is a poor one at low-

magnitude scanning radii (as discussed in Sec. 5.1.1), but the rate may be estimated at larger

radii on either side of these near-point contact positions, where the Gaussian assumption is a

good one. These results may then be extrapolated to find the rate at the remaining positions.

As seen in Fig. 4.10, the source beam is not measurably obstructed between radii of

−15 mm and 30 mm, and falls approximately linearly at larger-magnitude negative radii.

This observation and the total reduction in rate at the largest magnitude radii lead us to

derive an as-built misalignment of less than 2◦. The horizontal misalignment must be less

than 1 mm, since no scanning positions have a completely obstructed source beam. The

exact values cannot be derived, since they are degenerate with one another.

Scanning radii between -15 mm and 30 mm are used to calculate the observed alpha
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Figure 4.10: Observed alpha event rates in each data set, following background subtraction.

The red line indicates the average value, calculated as described in Sec. 4.6. The rate is

reduced at positions with r < −15 mm because of the misalignment of the scanning and IR

cup axes. The rate at r = 7.5 mm is reduced by the partial obstruction of the passivated

surface by the contact-pin holder, and the rate at r = 30 mm is low because the source beam

is partially incident on the bevel, which is insensitive to alphas. The errors indicated here

assume Poisson statistics.
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source rate. The point at r = 7.5 mm is not included, since the source beam is partially

obstructed by the contact-pin support at this position. The points at r = 30 mm are also

not included, since at this position, part of the source beam falls on the bevel, rather than

on the passivated surface. The bevel is part of the n+ contact of the detector, which is

insensitive to alpha interactions. Using the remaining the 32 measurements, the observed

source rate is 64.6±0.5 events/hr, or 18 mBq.

Given that the FWHM of the alpha event peaks (see Fig. 5.4) is larger than the 43 keV

energy difference between the two 241Am alpha decay peaks, nearly the full activity of the

source is expected to appear in the peak. Therefore, the observed activity is in excellent

agreement with that expected from the source specifications and collimator geometry.



89

Chapter 5

CHARACTERIZING SURFACE ALPHA INTERACTIONS
WITH THE TUBE SCANNER

5.1 Alpha Energy and Spectral Shape

5.1.1 Observations

In the energy spectra for each data set, it is clear that for large-magnitude radii, compared

to source-free runs, there is an excess of events falling in a Gaussian peak, as in the examples

in Fig 5.1. The energy and width of the peak varies with radius. For positions with radii

larger than 6.75 mm in magnitude, the mean alpha energy is larger than 2614 keV, limiting

the gamma-interaction background contribution in the peak region. See Figs. 5.1a and 5.1b

for examples. Therefore, despite the low alpha interaction rate, the peak can be clearly

identified and fit.

A tail of events at low energy is expected to occur along with the peak, due to variation

in the alpha penetration depth. However, in practice, adding an exponentially modified

Gaussian component to the peak fitting function does not improve the goodness of fit for

high-radius data. The low alpha rate and large standard deviation of the Gaussian peak

often lead the preferred fit of the tail function to accommodate the background, rather than

improving the fit to the peak.

In the fit, the background is modeled by a linear function, which accounts for the gamma

pile-up and muon background remaining after muon veto, single-site, and pile-up cuts. No

other event cuts are used to produce these spectra. The results of these fits in each data set

are shown in Figs 5.3a and 5.3b.

At radii smaller than 6 mm, the alpha peak falls in a region of high gamma backgrounds.

Due to the low alpha rate, it can not be fit without applying a pulse-shape cut to select
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(a) The energy spectrum of a data set taken

at 11 turns (r = −13.5 mm), a total of

25.1 hrs of runtime.

(b) The energy spectrum of a data set taken

at 36 turns (r = 24 mm), with 30.1 hrs of

runtime.

(c) The energy spectrum of a data set taken

at 17 turns (r = −4.5 mm), a total of

19.1 hrs of runtime, with a cut selecting

near-point-contact events (aenorm > 1.5).

At small radii (r < 6 mm), the peaks be-

come highly non-Gaussian, but fit well to an

exponentially-modified Gaussian low-energy

tail. In addition to the fit results in Ta-

ble 5.1, energy ranges for these small-radius

positions are given in Table 5.2.

(d) The sum energy spectrum of all runs

taken at 19.5 turns (r = −0.75 mm), a total

of 82.4 hrs of runtime, with a cut selecting

near-point-contact events (aenorm > 1.5).

Alphas incident on the point-contact have

nearly the full incident energy, a narrower

peak width, and visible low-energy tailing

due to charge loss in the dead layer of the

point-contact. Fit results are given in Ta-

ble 5.3.

Figure 5.1: The energy spectra and peak fits for various scanning positions.
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Data Set α Pos. (mm) µ (keV) σ (keV) fτ τ (keV−1) χ2/Ndf

DS170 -4.5 2741±39 59±6 1.0±0.7 147±15 453/294

DS180 -3.0 2436±9 56±7 1.00±0.01 607±43 282/264

Table 5.1: The results of a Gaussian+low energy tail peak shape fit to the energy of alphas

incident at small radii. A cut selecting near-point-contact events (aenorm > 1.5) is used to

reduce the gamma background rate.

the source events. A cut of aenorm > 1.5 selects near-point contact events while rejecting

99.8% of background events. The peak is highly non-Gaussian, as in Fig. 5.1c, because of

the wide range of weighting potential values sampled by the source beam at small radii. In

these peaks, there is significant low-energy tailing, and an exponentially-modified Gaussian

tail is included in the fit. The results of the fits are given in Table 5.1, where 1
τ

is the tailing

constant (in keV) and fτ is the fractional contribution of the low-energy tail component to

the peak area. As seen in these results, the tail component dominates the fit to the peak.

Due to the significant low-energy tail at these small radii, the Gaussian peak width does

not give an accurate energy range for the alpha events observed. For the smallest radii

(|r| < 3 mm), the Gaussian+tail model fit fails completely. For scans with |r| ≤ 4.5 mm, we

have given the estimated energy range of the observed alpha events, in Table 5.2, either in

lieu of or to supplement the description of the alpha energy spectra given by the fit results.

These ranges were determined by eye – they are the upper and lower energy bounds of the

contiguous overdense region of high-A/E events that appear in the alpha-source runs, as in

the boxed region of Fig. 5.2.

At scanning positions that are partially or entirely incident on the point-contact, an

additional alpha peak in the spectrum appears at nearly the full energy of the emitted alpha.

Again, an A/E cut selecting near-point-contact events (A/E > 1.5) is applied to reduce the

muon background. The peak shape is well-approximated by the sum of a Gaussian and
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Data Set α Pos. (mm) Emin (keV) Emax (keV)

DS170 -4.5 2300 2850

DS180 -3.0 1200 2600

DS185 -2.25 700 2600

DS190 -1.5 800 2800

Table 5.2: Estimated energy range of alpha interactions for source scans at small radii. At

these positions, the peak is highly non-Gaussian. All data sets taken at each position are

combined to determine these results.

Figure 5.2: At small radii, (left: r = −3.0 mm, right: r = −2.25 mm) the alpha peak

becomes highly non-Gaussian and becomes impossible to fit with a Gaussian+low energy

tail model. Depending on the scanning position, the energy ranges of the high-A/E alpha

events (indicated by the boxed regions above and listed in Table 5.2) are given to supplement

or stand in place of the fit result information.
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Data Set α Pos. (mm) µ (keV) σ (keV) fτ τ (keV−1) χ2/Ndf

DS185 -2.25 5303±8 16±4 1.0±.9 12±11 314/274

DS190 -1.5 5298±5 31±4 0.3±.2 31±4 332/274

DS195 -0.75 5345±4 9±2 0.9±.1 41±6 335/274

Table 5.3: The results of a Gaussian+low energy tail peak shape fit to the energy of alphas

incident on the point-contact. All data sets taken at each position are combined to determine

these results.

an exponentially-modified Gaussian, as is expected from energy loss in the point-contact

itself. See Fig 5.1d. The results of these fits are given in Table 5.3. In DS195, the source

beam is entirely incident upon the point-contact, instead of being partially incident on the

passivated surface. In this data set, the mean of the Gaussian component of the alpha peak

falls at 5345 keV, 141 keV below the full 5.486 MeV alpha energy. The amplitude of this peak

indicates a far lower alpha event rate than at nearby positions on the passivated surface. This

reflects the fact that the p+ contact is partially obscured by the contact pin, but may also

indicate that some alphas may not be penetrating to the active region of the contact, as

discussed in Sec. 6.7.1.

All of the peak energies of the fits to the alpha energy spectra are depicted in Fig. 5.3a,

and the standard deviations of the gaussian components are depicted in Fig. 5.3b. Plotting

these results as a function of the magnitude of the radius, as in Fig. 5.4, the results at the

positive- and negative-radii scanning positions appear to have a very small discrepancy. We

believe this to be due to a small offset of the true center of the detector from the spindle

position assigned to r = 0 mm in Sec. 4.3.1, with an additional potential contribution from

the hysteresis of the source position. We consider the two sets of scans consistent with one

another.
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(a) The centroids of the alpha energy peaks in each data set. For scanning positions with significant

low-energy tailing, the black box depicts the estimated full energy range of alpha events, as given in

Table 5.2. At positions that are partially or completely incident on the point-contact, an additional

peak appears at nearly the full incident alpha energy.

(b) The standard deviation of the gaussian component of the alpha energy peaks in each data set.

Figure 5.3: The results of Gaussian fits to the alpha energy peaks. The hashed box indicates

the region on the detector surface that is obscured by the contact pin and contact pin support.
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Figure 5.4: The centroids (top) and standard deviations (bottom) of the alpha energy peaks

in each data set, given as a function of the radial distract from the point contact. Negative-

radius source positions appear as blue downward-pointing triangles, and positive-radius po-

sitions as red upward-pointing triangles. The results of the 0◦ and 180◦ scans appear to be

consistent.
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5.1.2 Radial Dependence of Energy

Using the mean energies at each position found in Sec. 5.1.1, a spectral model describing the

energy contributions of alpha contamination at a given position on the passivated surface can

be constructed. Though it is slightly unnatural to consider the radial dependence on energy,

rather than the inverse, it will simplify the derivation of a full alpha energy spectrum for

a given radial contamination model (see Sec. 6.7.1). Therefore we proceed with the former

approach.

Plotting the radii of the measurements in which the source was incident on the passivated

surface with respect to the centroid energies found at those radii, as in Fig. 5.5, and fitting

to the fourth-order polynomial

r = aE4 + 1.6 mm

where r is the source position radius, in mm, and E is the energy of the resulting event,

we find that the fit parameter a = (5.50 ± .03) × 10−14 mm/keV1/4, and the χ2/Ndf of the

fit is 2.50. The goodness-of-fit is poor due to the discrepancy between the positive- and

negative-radii scans.

The constant component is set to be 1.6 mm because this is the outer radius of the point-

contact of PONaMa-1; the passivated surface energy function should not exhibit a radial

dependence below this value. When the constant component is allowed to float in the fit,

it fits to a value of 1.4 ± .2 mm, consistent with a radius of 1.6 mm. Therefore, we fix this

parameter to the model-driven value.

The choice of a fourth order polynomial was an empirical choice based on the observed

spectral shape, and is not driven by any theoretical model. The goodness-of-fit is not im-

proved by the addition of a quadratic component to the fitting function. If the exponent of

the energy-dependent term is allowed to float, it fits to a value of 4.2± 0.1, and the χ2/Ndf

of the fit is 2.44, only slightly improved from its previous value. Therefore, for the sake of

simplicity, we fix the exponent to a value of 4.

Though the energy spans of events at the lowest scanning radii (where a peak could not
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Figure 5.5: Radii of the source incidence position, plotted with respect to the energy of the

resulting alpha peak. Only data sets for which a Gaussian (or Gaussian+low-energy tail)

peak shape could be fit to the alpha peak are included in the radial dependence fit. The

boxes represent the range of energies for the data sets that could not be fit, given in Table 5.2.

The passivated-surface radii (scans with r ≥ 3 mm), are fit with a fourth-order polynomial in

energy (in red), and the energies of the point-contact positions are averaged (in blue). The

discontinuity shown by the dashed line indicates the sudden transition between the behavior

of the passivated surface and p+ contact.
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be fit to the spectrum) were not included in the fit, their range of values roughly agrees with

those given by the fitting function. The increase in the width of the energy peak at low radii

found from the derived spectral shape is not as dramatic as that seen in the data; if they

matched exactly, the red line in Fig. 5.5 would traverse the full length (in the energy-axis) of

each box. This, and the imperfect goodness-of-fit, indicates that there is additional energy-

broadening that is not captured by the derived spectral shape function. However, this simple

model captures most of the relevant energy information.

To model the energies of alpha events on the point contact itself (at r < 1.6 mm), the

mean energies of the 3 fits to the point-contact alpha peaks are averaged. Their average

energy is 5323± 3 keV. The energy at these radii is assumed to be independent of radius.

5.1.3 Discussion

The energy of alpha events from the collimated source incident on the passivated surface of

the detector is degraded at all radii, and is reduced far beyond the expected energy loss to

a thin dead layer. Furthermore, the energy varies by up to a factor of 5 with the incident

radius of the alpha interaction.

Both of these observations indicate that charge loss, whether to slow surface charge col-

lection, charge trapping, or a combination of the two factors, is occurring. Additionally, the

radial dependence of energy indicates that positive and negative charge carrier contributions

are affected differently, as would be expected from their differing mobilities in germanium.

At positions near the point-contact of the detector, the relative contributions of electrons

and electron-holes vary drastically over small distances. For instance, at radii less than

5 mm, the weighting potential at the passivated surface of a detector similar to PONaMa-

1 (see Fig. 5.6) varies by over 15% over the diameter of the alpha source beam (1.8 mm).

At radii larger than 10 mm, on the other hand, the weighting potential varies by less than

3% over the diameter of the alpha source beam. Based on this difference in the weighting

potential, the observed broadening of alpha peak shape is not unexpected.

The weighting potential also allows us to infer that both positive and negative charges



99

must be affected by the charge loss mechanism in the detector. If only the energy of the

electrons were being lost, the alpha peak energy would be reduced by at most 10% at radii

larger than 13 mm. Instead, we see, in Fig. 5.3a, the energy is reduced by up to 31% of

the full incident alpha energy for these radii. Overall, the energy dependence on radius is

larger than the radial dependence of the weighting potential for all radii, with a difference

that is particularly dramatic for large radii. If only the energy from the electron-holes were

being affected, on the other hand, we would expect the energy of the alpha peak to increase

dramatically at radii less than 5 mm, where a large fraction of the signal is generated by

electron motion. This is also not observed; the alpha peak falls steeply in energy until the

source beam is incident on the point contact itself, with peak energies below 50% of the full

alpha energy.

Therefore, we must conclude that both positive and negative charges are being trapped

and/or slowed for interactions near the passivated surface, regardless of the radial position

of the interaction. Conclusions concerning possible charge-loss mechanisms are discussed in

Sec. 5.4.

Events incident on the p-contact, on the other hand, do not show indications of significant

charge-trapping. The average energy loss observed is consistent with the loss seen in scans of

the point contact of BEGe-type PPC detectors [12]. In BEGe measurements, the energy loss

was found to indicate a dead layer thickness of 519 ± 15 nm, larger than the manufacturer-

cited Boron implantation depth of approximately 300 nm. This could indicate the presence

of additional material on the surface of the point-contact or deadness extending beyond the

cited boron-implantation depth.

5.2 DCR Parameter Values and Peak Shape

5.2.1 Observations

In the DCR distribution for each data set, almost all alpha events fall in a Gaussian peak.

Fits to the alpha peaks in the DCR distributions are calculated for three of the parameters,



100

5 15 25
Radius (mm)

0.1

0.3

0.5

0.7

0.9

W
ei

gh
tin

g 
Po

te
nt

ia
l

Figure 5.6: The electron weighting potential at the passivated surface of a PPC detector

similar to PONaMa-1. Calculated using the fieldgen software package [1].

dcr90, dcrpzc90, and dcrpzc99norm. Deriving the results for alternate acceptance levels

of the first two simply require a shift of the results, with no rescaling. The final version is

provided to correct for the effects of gain shifts or changes in the pole-zero decay constant

of the signal pulses, but is sensitive to changes in the noise of the system.

A full model-driven fitting function would include both a Gaussian and exponentially-

modified Gaussian that accounts for the tail of low-DCR alpha events, seen in the plots of

DCR vs. energy, in the fit to the peak. The background, which is the tail of the background-

event Gaussian at DCR∼ 0, would be most appropriately modeled by a quadratic function.

In practice, however, the fraction of events occurring in the low-DCR tail of the alpha peak

is small, the relaxation constant of the tail is long, and the alpha rate is low. Therefore,

when a low-DCR tail is included, it is degenerate with the background function. Similarly,

the inclusion of linear and quadratic components does not improve the fit to the background

events. Instead, the combination of the low-DCR tail of the signal and the low-DCR rise in
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(a) The dcrpzc99norm distribution of a data

set taken at 11 turns (r = −13.5 mm), a total

of 25.1 hrs of runtime.

(b) The dcrpzc99norm distribution of a data

set taken at 36 turns (r = 24 mm), with

30.1 hrs of runtime.

(c) The dcrpzc99norm distribution of a data

set taken at 18.5 turns (r = −2.25 mm), a to-

tal of 25.0 hrs of runtime, with a cut selecting

near-point-contact events (aenorm > 1.5).

At small radii (|r| < 3 mm), the DCR pa-

rameter values for alpha events become sim-

ilar to those of gamma background events.

(d) The sum dcrpzc90 distribution of all

runs taken at 19.5 turns (= −0.75 mm), a

total of 82.4 hrs of runtime, with a cut select-

ing near-point-contact events (aenorm > 1.5)

in a 5σ energy window centered at the full-

energy alpha peak position. Alphas incident

on the point-contact do not show elevated

DCR values.

Figure 5.7: DCR parameter distributions and Gaussian fits for various peak positions. The

different varieties of DCR parameters generally have similarly-shaped distributions, save for

peaks near 0 in dcrpzc99norm, which are distorted by scaling effects. Fit results are given

in Figs 5.8 and 5.9.
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the background can be fit effectively by including a step function (centered at the mean of the

alpha peak Gaussian) in the background function and limiting the fit window appropriately.

Since the peak integral is not used for analysis, it is irrelevant that a fraction of the alpha

peak is being fit with the background component of the fit. Ultimately, it is the mean value

and width of the DCR peak that is of interest to us, and not the details of the peak shape.

The DCR spectra used for scans with |r| > 3 mm include all non-muon single-site events

with energies between 1 and 6 MeV. For |r| > 3 mm, the energies of all observed alpha

events fall entirely in this range (see Table 5.2). Furthermore, the DCR value in the peak

is sufficiently above the DCR distribution for normal events that the peaks can be clearly

distinguished, and the high-DCR peak can be fit to a single Gaussian (see Figs 5.7a and

5.7b for examples).

For data sets with |r| < 3 mm, the relevant energy range extends below 1 MeV and the

DCR values approach those of gamma background events, making the alpha event peak

difficult to distinguish. As in the fits to the energy spectra, a pulse shape cut selecting

near-point contact (aenorm > 1.5) events is applied to reduce the background rate and allow

a fit to the alpha events (see Fig 5.7c).

Events incident on the point contact itself do not have a distinct peak in DCR when

the broad energy range of 1 to 6 MeV is used. Instead, the peak must be fit using an

energy window in which the alpha events dominate the spectrum; a 5σ window around the

peak energy (taken from the fits described in Sec. 5.1.1) is used. Due to the low event

and background rate after these cuts are applied, the peak is fit using only a Gaussian

distribution. This approach is used only for the summed data sets with r = −0.75 mm, the

source position at which the beam is entirely incident on the point contact (see Fig 5.7d).

All three of the DCR parameters are fit with the same procedure. The peak shapes in all

three parameters are similar, save for at small radii (|r| < 6 mm), where the DCR parameter

values are small and pole-zero corrected DCR parameters retain better alpha separation from

the gamma and muon background events than the dcr90 value does. At very small DCR

values, the dcrpzc99norm peak shapes are distorted by the effects of the scaling on negative
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tail slope values.

Results are given in Figs. 5.8 and 5.9. It is clear, both there and in the plots of the

DCR values with respect to the magnitude of the radius (Figs. 5.10 and 5.11), that unlike

the energy, the DCR parameter values of the alpha peaks do not appear to be azimuthally

symmetric. At positions with |r| > 6 mm, the DCR values of alpha events are consistently

much higher than those of background events; however, the values differ by up to a factor of

2 at the 0◦ and 180◦ scanning positions.

Additionally, the positive and negative radius positions show different qualitative behav-

ior for |r| > 12 mm. At the negative-radius positions, the DCR parameters values rise as the

radius increases, and at positive-radius positions, their values fall with increasing radius.

At positions with r ≤ 12 mm, the 0◦ and 180◦ scans are in greater agreement, though their

values of dcr90 and dcrpzc90 are still offset from one another, as in Fig. 5.10. Correcting

for changes in the gain and noise of the system, as in 5.11, brings the values at these radii

into closer agreement. In this plot, it can also be seen that the DCR’s functional dependence

on radius is in agreement for these near-point contact positions.

A discussion of the potential causes of the observed azimuthal dependence, along with

further discussion of the DCR parameter significance, is given below.

5.2.2 DCR as an Alpha Rejection Parameter

At almost all scanning radii, alpha events incident on the passivated surface show signifi-

cant slow charge components, and therefore highly elevated values of the DCR parameters.

Therefore, the DCR pulse shape parameters provide a powerful tool by which external alpha

events can be identified in PPC detectors.

The amount of energy being collected as slow charge in the first 20µs of the pulse tail can

be calculated directly from the dcrpzc90 parameter and the calibration constants for the

electronics system. A dcrpzc90 value of 4×10−3 ADC/ns, for instance (similar to that found

for many source positions), is divided by 0.74 ADC/keV, the average value of the linear

term of the energy calibration curve, to give an average rate of delayed charge recovery
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(a) The centroids of the alpha peaks in each

data set.

(b) The standard deviation of the alpha

peaks in each data set.

Figure 5.8: The results of Gaussian fits to the alpha peaks in dcrpzc90, in black, and dcr90,

in blue. All values are in units of ADC/ns. The hashed box indicates the region on the

detector surface that is obscured by the contact pin and contact pin support.

(a) The centroids of the alpha peaks in each

data set.

(b) The standard deviation of the alpha

peaks in each data set.

Figure 5.9: The results of Gaussian fits to the alpha peaks in dcrpzc99norm, in arbitrary

units. The hashed box indicates the region on the detector surface that is obscured by the

contact pin and contact pin support.
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Figure 5.10: The centroids (left) and standard deviations (right) of the alpha DCR peaks

in each data set, given as a function of the radial distract from the point contact. Both

dcrpzc90 and dcr90 values are shown, in filled and open triangles, respectively. Error bars

are suppressed for clarity. Negative-radius source positions appear as blue (dcrpzc90) or

green (dcr90) downward-pointing triangles, and positive-radius positions as red (dcrpzc90)

or violet (dcr90) upward-pointing triangles. The centroids of the 0◦ and 180◦ scans are not

consistent with other another, but the peak widths appear relatively consistent. See 5.2.2

for discussion.
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Figure 5.11: The centroids (top) and standard deviations (bottom) of the alpha dcrpzc99norm

peaks in each data set, given as a function of the radial distract from the point contact. The

centroids of the 0◦ and 180◦ scans are not consistent with other another at r > 12 mm, but

the peak widths appear relatively consistent. See 5.2.2 for discussion.
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Figure 5.12: The energy of the collected delayed charge, as a fraction of the prompt alpha

energy at that scanning position. The uncertainties, which correspond to the uncertainty in

the DCR peak position fit, are so small as to not be visible here.

in the pulse of 5.4 keV/ns. The other terms of the calibration curve are small, and are

neglected. Therefore, in the 20µs of waveform tail that are digitized in these measurements,

approximately 110 keV of energy is collected.

For each scanning position, we can find the slow component energy as a fraction of the

prompt alpha peak energy at that position, as in Fig. 5.12. The delayed charge energy

fraction falls quickly at small scanning radii. At radii larger than 6 mm, between 2.0% and

3.6% of the total energy is collected as delayed charge, with an average delayed fraction of

2.5%.

The alpha background events of interest to 0νββ searches like the Majorana Demon-

strator are those with energies of over 1 MeV. Given the typical PPC detector energy

resolution of less than 5 keV at these energies, a 2% delayed charge effect, corresponding to

20 keV, is easily observable. This implies that regardless of the source of the alpha back-
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ground, whether or not the alpha particle is degraded in energy before reaching the passivated

surface, any event that has high enough energy to be a problematic background event also

demonstrates a detectable delayed charge signature, provided its point of incidence is at at

a radius greater than 6 mm.

5.2.3 Outlier Events

In plots of a given alpha scan data set in the DCR vs. energy parameter space, as in Fig. 5.13,

some fraction of outlier events that do not fall either in the alpha energy or DCR peak also

appear. This implies that the Gaussian model of the peak position and shape (in both energy

and DCR) does not fully describe all of the observed alpha events. Some events have both

degraded energies and DCR values.

Significantly for our purposes, the fraction of the prompt energy that is collected as slow

charge (i.e. the ratio of dcrpzc90 in keV/ns, integrated over the duration of the waveform

tail, to the energy) in these events appears to be constant, and is 2.9%, identical to that of

the undegraded events. This means that, as discussed in Sec. 5.2.2, these events can still be

efficiently identified in the 0νββ ROI.

The fraction of events that appear as outliers in both parameters is impossible to calculate

precisely, since they become indistinguishable from background events at low energies and

DCR values. Based on the numbers of events at higher-than-usual DCR values, we estimate

that approxoimately 10% of events are outliers.

It is difficult to speak to the physics of these outlier events, since we do not know their

origin. There are two board categories of possibilities, with different implications for our

understanding of the passivated surface behavior:

• The degraded outlier events could be caused by a dead layer or shallow angle scattering

in the passivated surface itself. Therefore, events such as these could be useful in un-

derstanding further aspects of charge collection from surface events, and in measuring

the dead-layer associated with the passivated surface.



109

• The energy degradation could be occurring before the alpha particle reaches the detec-

tor surface. Though the source manufacturer cites a 20 keV expected line-width for the

241Am source, that does not preclude the possibility of some small fraction of events

being highly degraded in energy upon leaving the source. Another possibility is that

these events are scattering in the collimator before arriving at the detector surface. In

this case, these events do not reflect the behavior of the detector, and are less relevant.

Given their consistent DCR energy fraction, it seems unlikely that these events are demon-

strating substantively different behavior than those in the peak. Therefore, the latter cate-

gory of explanations seems more likely. Scattering in the collimator could be confirmed as

the source of the outlier events with a Monte Carlo simulation of the collimator geometry.

Without knowing the origin of the outlier events, however, we cannot draw conclusions

based on them. Future passivated-surface studies with the TUBE cryostat will employ source

beams with shallower angles of incidence; based on the results of those studies, we should be

able to determine the cause of these events and the thickness of the dead and charge-trapping

regions associated with the passivated surface.

5.2.4 Radial Dependence of DCR

The azimuthal dependence (or, we believe, the instability, see below) of the DCR parameters

makes it difficult to draw definitive conclusions about their radial dependence. This is

particularly the case at large radii (|r| > 12 mm). In positive-radius scanning positions,

dcrpzc90 falls with increasing radius, at a rate of (−4.8 ± 1.2) × 10−5 ADC/ns/mm, found

using a linear fit to all data sets in this position range. In negative-radius scanning positions,

dcrpzc90 instead rises with increasing radius, at a rate of (2.8± 0.3)× 10−5 ADC/ns/mm.

Compared to this, the radial dependence of the DCR parameters at positions with |r| <

12 mm is dramatic, and occurs with similar functional form in both the positive- and negative-

radius scans, as seen in Figs. 5.10 and 5.11. Unfortunately, the source beam is obstructed

at small positive-radii positions, so the similarity of the results cannot be tested directly for
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Figure 5.13: A plot of all single-site events in a data set taken at r = 9 mm, in dcrpzc90 vs.

energy. The blue box shows the region that lies within 5σ of the energy and DCR peaks, and

the red box indicates some of the events that are outliers from both peaks. Events that are

in the violet box but not in the red or blue boxes are outliers in either the energy or DCR

peaks. The red-outlined region shows a clear excess of events over a source-free data set.

8.2% of the events in the violet box (including the red and blue-boxed regions) are outliers

from both peaks; 89.2% fall within the 5σ windows of both the energy and DCR peaks.
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all radii.

Over the range that can be scanned, though, the positive-radius positions show an in-

crease in dcrpzc90 with increasing radius with a rate of (1.4±0.3)×10−4 ADC/ns/mm, and

the negative-radius positions show an increase with a rate of (3.2±0.2)×10−4 ADC/ns/mm.

If, instead of using all negative-radius data sets, we use only those for which a positive-

radius equivalent exists, we derive a rate of change for the dcrpzc90 value of (1.8 ± 0.4) ×

10−4 ADC/ns/mm, which agrees with the rate found at positive-radius positions to within

the uncertainty of the fit.

Most significantly, we find that at incidence positions very close to the point-contact

(|r| < 6 mm), the DCR parameters cannot be used to reliably identify alpha events while

retaining high bulk-event efficiency. Alphas incident on the point-contact itself are completely

indistinguishable by their DCR parameters. In these types of events, the A/E or drift time

of the signal can be used to maintain the alpha rejection efficiency, as discussed in Sec. 5.3.2.

5.2.5 Stability of the DCR Value

The apparent azimuthal dependence of the DCR value is thought to be a problem of insta-

bility in the process by which delayed charge is collected.

The leading candidate for the cause of the shift in the DCR parameters is charging

of the detector surface by the alpha particles themselves and the resulting interactions in

the detector surface. Passivated surface charge build-up over time has been observed in

other PPC detectors [61], and our own measurements of the observed energy indicate that

significant charge is being lost on or near the surface.

In studies of the stability, data sets with |r| < 12 mm are excluded. Based on the

observations of the radial dependence of DCR (above) and the DCR value over time (as in

Fig. 5.14, it appears that at these positions, changes in the DCR value are dominated by

the radial effects in the detector, and are unaffected by the azimuthal effect or instability,

whatever its source.

Plotting dcrpzc90 in each data set with respect to the data set order (which corresponds,
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Figure 5.14: The dcrpzc90 mean value of the alpha peak, as a function of data set order.

One data set corresponds, almost exactly, to one day of run time. The hashed boxes indicates

stretches of time during which the alpha source was not incident on the detector surface. The

color scale indicates the alpha event rate, in events/hr. Results from scanning positions with

|r| > 12 mm are shown as black circles, with results from those with |r| < 12 mm displayed

as blue squares.

almost exactly, to days of run time), as in Fig. 5.15, shows a pattern in which the DCR

parameter values rise over the time during which the source is incident on the passivated

surface, “resetting” to lower values after the source beam is removed from the surface for

some time. Furthermore, the rate at which the DCR value increases appears to be correlated

with the observed alpha rate, as would be expected if surface charge build-up were the cause

of the change.

Additional evidence for this theory is provided by the changes in DCR values in the posi-

tions that were repeated non-consecutively, with several days of scanning at other positions

occurring between the two scans at that location. This was done for 5 positions, at r = -15,
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Figure 5.15: The dcrpzc90 mean value of the alpha peak, as a function of data set order.

One data set corresponds, almost exactly, to one day of run time. The hashed boxes indicates

stretches of time during which the alpha source was not incident on the detector surface.

The color scale indicates the alpha event rate, in events/hr.
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Figure 5.16: The dcrpzc90 mean value of the alpha peak as a function of data set order

for the non-consecutively repeated measurements. The point shape and color indicate the

position of the source, as given by the legend. The hashed boxes indicates stretches of time

during which the alpha source was not incident on the detector surface.

-9, -7.5, -4.5, and 30 mm. In all three cases, shown in Fig. 5.16, the second measurement

shows a higher DCR value than the first measurement.

In spite of the observed instability, the DCR value at smallest re-measured radius (r =

−4.5 mm) remains smaller than those of the larger-radius positions scanned soon before and

after it. This is a good indication that there is radial variation in DCR along with the

variation over time.

There are two leading candidate theories as to the cause of the long-term DCR instability,

which can be distinguished from one another by a series of planned studies (see Sec. 7.3).

One theory is that the rising DCR values reflect the filling of deep trapping centers in the

region of the crystal near the passivated surface. As the surface is bombarded with charge,

the deepest potential-well sites will begin to fill and remain filled, leaving only shallower
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traps available for charges trapped in later measurements. Charges are released from these

shallow traps more easily and quickly, leading to higher values of DCR. This behavior would

depend on the detector temperature, with operation at warmer temperatures leading to less

DCR instability. Additionally, temperature cycling the detector would reset the DCR at

each position to its original value.

Another theory is that the charge lost in the alpha events, particularly the electrons,

are creating charged surface channels on the passivated surface layer or even damaging the

passivation itself. If this is the case, the direction of scanning (whether one scans from large-

to small-magnitude radii, or the reverse) could have an effect on the instability observed.

This would also lead to a rise in the detector’s leakage current over time, particularly if the

surface were being damaged.

Regardless of the cause of the DCR instability, the effect is not relevant for low-background

operation of P-PC detectors. In experiments like the Majorana Demonstrator, the al-

pha event rate per detector is at least 6 orders of magnitude smaller than the rate in the

TUBE scans. Therefore, the effects of charge build-up are negligible, as has also been shown

in the case of gamma-induced charging of the passivated surface [61].

5.3 A/E and DCR: Complementary Pulse-Shape Discriminators

5.3.1 A/E of Surface Alpha Events

As expected from the calculated drift paths of PPC detectors, the rate of the initial rise

of pulses strongly depends on the event incidence radius, particularly near the passivated

surface. The high-A/E peak of events associated with the alpha source was fit using a

Gaussian function, and its centroid µAE was taken as the characteristic A/E value of the

scanning location. Since the precise peak shapes of the A/E distributions are not of interest

for this work, we use a simple fitting model, with only a Gaussian component to identify the

peak centroid and width.

For runs in which the energy of the alpha peak is well over 2630 keV (|r| > 7.5 mm),
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(a) A data set taken at 1 turn (r =

−28.5 mm), a total of 24.9 hrs of runtime,

with a cut selecting events with energy be-

tween 2630 keV and 6 MeV.

(b) A data set taken at 17 turns (r =

−4.5 mm), a total of 19.1 hrs of runtime, with

a cut selecting events with energy between

1 MeV and 6 MeV.

Figure 5.17: Sample A/E distributions and rough Gaussian peak fits to alpha events.

only events with energies between 2630 keV and 6 MeV are included. For data sets with

|r| < 7.5 mm, where all or some of the alpha peak may fall outside this energy window,

events with energies between 1 and 6 MeV are included. See Fig. 5.17 for sample A/E

distributions and fits.

For most data sets, the peak in A/E is approximately Gaussian in shape. As in the case

of energy, the peak becomes non-Gaussian at small radii, where the variation with radius of

the drift time of charges becomes large over the diameter of the source beam. At these small

radii, however, the A/E values are well above those of 99% of background events in the bulk.

Anomalously low values of A/E occur for events incident on the point-contact itself, as

seen in Fig. 5.18. Though these events have very fast rising edges, they also have a substantial

slow electron fraction, which reduces the A/E value. To correctly identify events like these

from the shape of their rising edge, a drift-time parameter, measuring time over which the

pulse rises from the start of the prompt signal to a given fraction of its total amplitude
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Figure 5.18: Sample waveforms (left) and current traces (right) for a p+ alpha event with

energy of 5336 keV, in red, and a near-p+ passivated surface alpha event with energy of

2639 keV, in blue. The waveforms and currents are both normalized by the event energy.

Note that the slow electron contribution of the p+ event (seen in the slow turnover at the

end of the drift) leads to an anomalously low current maximum, despite the fast initial drift

speed.

(for instance, 50% of the maximum pulse height), would be more appropriate than the

A/E parameter used in this analysis. The Majorana Collaboration plans to implement

such a drift-time-based pulse-shape discriminator, in addition to the avse parameter that is

currently used to reject multi-site events.

The fit results are displayed in Fig. 5.19. These results indicate that the high-A/E cut

applied to find energy and DCR fit results, as in Sec. 5.1.1, is appropriate.

5.3.2 Demonstrating Complementarity of High-A/E and DCR Cuts

The distributions of alpha events incident at various radii in the A/E vs. DCR parameter

space (see Fig. 5.20) suggest that the two pulse-shape analyses are highly complementary.

This implies that by using both the A/E (or drift time) and DCR pulse shape discriminators,

we should be able to achieve excellent alpha event discrimination with only minimal sacrifice
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Figure 5.19: The centroids of the alpha peaks in A/E in each data set. The relatively low

value of A/E for data sets with r = −0.75 mm occurs because the large (relatively slow)

electron component of the signal reduces the A/E value for these events.

of bulk events.

Examining the fit results to the DCR and A/E peaks supports this conclusion. The

5σ windows around each alpha peak should include 99% of the events, assuming normally

distributed values; by using an equivalent normalization for the A/E and DCR values, we

can compare them directly, as in Fig. 5.21. The y-axis in this figure indicates the alpha

events’ separation from bulk events– 99% of bulk events fall below 1, whether the relevant

discrimination parameter is A/E or DCR. Also indicated are the 99.9% acceptance points in

each parameter, which occur at different values for A/E and DCR, indicating that the DCR

distribution is more heavily-tailed than the A/E distribution.

For each position measured, we find that either or both of the DCR and A/E discriminator

parameters are well above the 99.9% acceptance line for that parameter. This indicates that

by applying 99.9% bulk-acceptance cuts in both parameters, we can effectively identify alpha
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Figure 5.20: The A/E vs. normalized DCR distribution for all single-site events with energies

between 100 keV and 10 MeV, at various scanning radii. The points in black are from a data

set without the alpha source incident on the detector surface, and the scan data sets are

shown in rainbow order, with red representing the smallest-radius scan. 99% of calibration

events with energies between 1000 and 2630 keV fall below an A/E value of 1, and 99% of

calibration events with energies between 1000 and 2380 keV fall below a dcrpzc99norm value

of 1.
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Figure 5.21: The 5σ window containing the A/E and DCR alpha peak positions at each

position, normalized to 99% bulk acceptance of both cuts. The red points and magenta

boxes indicate the centroids and ±2.5σ values of the peaks in dcrpzc99norm, and the green

points and blue boxes indicate the same in aenorm. The red dotted line and cyan dotted-

dashed line are the 99.9% acceptance points in DCR and A/E, respectively. The black dashed

line indicates the 99% acceptance point in both parameters.



121

events occurring anywhere on the passivated surface. Ergo, total or nearly-total rejection of

210Po alpha events that reach the passivated surface with the full energy of the decay should

be possible in PPC detectors with only 0.2% sacrifice of bulk events.

Another advantage of this method of alpha removal is that it is equally effective at all

energies of the alpha events, save for the requirement that the energy of the event be high

enough that the DCR signal (of approximately 2-3% of the prompt event energy, see above)

is detectable (i.e. above the DCR cut threshold). In a low-noise high-resolution environment

like the Demonstrator, this should be the case for all events that could fall in the 0νββ

ROI when using the 99.9%-bulk acceptance DCR cut. In the TUBE measurements, which

have higher noise and poorer resolution, the most degraded events would be retained by

such a cut, but removed by a slightly higher-sacrifice cut, with 99% bulk-acceptance. See

the outlier events of Fig. 5.20.

Therefore, this purely pulse-shape-based method is as effective for energy-degraded alpha

events as it is for undegraded events originating from alpha contamination on the surface

itself, assuming that the DCR cut has been set to the appropriate sacrifice level for the

system. Waveform simulations incorporating the DCR effect and noise should allow us to

directly probe the impact of noise at different frequencies, and, as discussed in Sec. 3.4.2,

improvements are planned that would make the DCR parameter less sensitive to noise.

The only exception to this highly efficient alpha event removal occurs for events directly

incident on the point-contact itself, at the smallest-radius position. Given that these events

do not experience charge trapping, their energies are much higher than that of the 0νββ

region-of-interest, so they are not a particularly problematic background. If alpha energy is

degraded before reaching the point-contact, though, they could have any energy below the

full energy of the alpha peak. As discussed above, these events would be effectively tagged

with high efficiency if a drift-time parameter were substituted for the A/E parameter, as is

planned in the Majorana Demonstrator analysis.

Fig. 5.21 also shows that at positions with |r| ≤ 6 mm, the A/E-based rejection of alpha

events dominates in effectiveness, and that for |r| ≤ 9 mm, an 99.9%-acceptance cut in
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A/E suffices to tag all alpha events. This is why the previous study of alpha backgrounds

in a PPC detector [12], found no need for an additional pulse-shape discriminator beyond

A/E. BEGe-type detectors, like the one measured in that work, have the entirety of their

passivated surface lying within |r| = 10 mm, so the use of the DCR discriminator would not

measurably improve their background rejection capabilities.

The DCR discriminator is needed, though, in ORTEC-type detectors, which have a passi-

vated surface along the entire bottom plane of the detector. In this detector design, which is

that of the detector measured in this work, and used for all of the Majorana Demonstra-

tor’s enriched detectors, the DCR discriminator is a powerful way to reject alpha events

occurring far from the point-contact, where A/E is relatively insensitive.

5.3.3 Alpha-Identification Efficiency using DCR Techniques

Given that the DCR pulse-shape discrimination technique is less effective than the A/E

technique at |r| ≤ 6 mm, we focus our attention on evaluating the alpha-rejection efficiency

of the various DCR parameters at scanning positions with |r| > 6 mm.

To calculate an alpha rejection fraction, we must first find the predicted number of

background events in the alpha peak region of the data set, with no DCR cut applied. We

use both the right-hand sideband in the data set and the spectral shape in the sideband

and peak regions, measured in a source-free run, to find the expected number of background

events. The calculation of the efficiency and the associated statistical uncertainty proceeds

as described in App. A.

At positions with radii below 6 mm for which the source is incident on the passivated

surface, the alpha peak appears in a region of the energy spectrum that is dominated by

gamma background events from environmental radioactivity and the materials of the cryostat

itself. The alpha event rate is low, and these backgrounds are both high and highly variable.

An additional complication comes from the broad energy distribution of the alpha events

at these positions, as discussed in Sec. 5.1.1; to find an expected alpha event rate, we must

understand the spectral shape over the entire range of relevant energies with high accuracy.
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This implies that our approach of normalizing the background spectra to one another is of

limited utility. The resulting uncertainties from the estimate of the backgrounds dominate

our expected alpha event rate. Without an accurate calculation of the expected number

of alpha events, we cannot accurately cite a rejection fraction for the events. Therefore,

measurements at these radii are not included in the average efficiency values for each DCR

parameter.

Events incident on the point-contact itself are not expected to exhibit slow charge release,

and are therefore expected to be relatively unaffected by the DCR cut. Data sets with the

source beam incident on the point-contact are therefore also excluded from the average

efficiency calculations.

The rejection efficiencies are calculated for each data set using the dcr90, mjddcr90, and

dcrpzc90, and dcrpzc99norm parameters. The first three of these are set to retain 90% of

single-site calibration events, and the final cut is set to retain 99% of calibration events. The

results for each data set are shown in Fig. 5.22, and the average rejection efficiency values

for each parameter are given in Table 5.4.

The errors for the efficiency of each data set are large, due to the low alpha rate. They are

particularly large at positions with large-magnitude negative radii, where the source beam is

partially obscured. The calculation of the efficiency involves background subtraction, which

results in fluctuations and uncertainties extending above 1.

Averaging the efficiency at all scanning positions, however, reduces the error sufficiently

to show that the rejection efficiencies of the various DCR parameters, save for dcrpzc99norm,

are consistent with 99%. This implies that 1% of alpha events with the full expected energy

(indicating that significant charge trapping has occurred) are not measurably re-releasing

that charge on the time scale of digitization. The higher average efficiency of the normalized

DCR parameter (dcrpzc99norm), which is consistent with 100%, suggests that the culprit

may be varying noise in the system, which is corrected for by the use of this parameter.

This is unsurprising, given the high noise (and particularly the high and varying levels of

microphonic noise, due to the vacuum pump operation) in the TUBE scanning setup.
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(a) The DCR parameters that employ event-by-event pole-zero correction. Values for dcrpzc90 are

in red, and those for dcrpzc99norm are in blue.

(b) The DCR parameters that employ the linear projection method of pole-zero correction. Values

for dcr90 are in red, and those for mjddcr90 are in blue.

Figure 5.22: The alpha rejection efficiency of each DCR parameter, calculated for each data

set with a source beam incidence position with r > 6 mm.
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DCR Param. ε (%), |r| > 6 mm

dcr90 99.2±0.5

dcrpzc90 98.9±0.5

mjddcr90 99.1±0.5

dcrpzc99norm 99.7±0.4

Table 5.4: Average alpha rejection efficiencies for all evaluated DCR parameters.

Given that the noise in the Majorana Demonstrator is lower than in the TUBE

system, and that the resolution is better, the DCR alpha rejection efficiency is expected to

be over 99%.

5.4 Comparison to Models of Surface-Charge Collection

5.4.1 Surface Drift of Electrons

The original theoretical model for the DCR effect posited that slow surface-drift of electrons

was responsible for the slow charge component, with holes being collected normally through

the bulk, as described in Sec. 3.1. Charge transport models in germanium [57] suggest

that charge carrier mobilities are 10 to 100 times slower for surface transport than for bulk

transport. Given the overall lower mobility of electrons, and the lower weighting potential

they experience over much of the detector surface (as in Fig. 5.6), we would expect that

electrons would be much more susceptible to surface transport than electron holes.

This effect can be modeled using the fieldgen and siggen software packages [1] by

generating the fields in the detector with the addition of a small amount of charge deposited

on the passivated surface. This creates drift paths that run perpendicular to the passivated

surface in a narrow region near the surface. Events that occur in this skin depth, like alpha

interactions, will have degraded energies and a DCR contribution (see Fig. 5.23a). Electrons
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(a) Simulated waveforms for the case of surface drift of electrons. The electron drift speed is set to

2% of the bulk drift speed.

(b) Simulated waveforms for the case of electron loss and hole trapping. The waveforms in red

show how the signal would appear with no hole trapping, and only the electron component missing.

The waveforms in green show the result of convolving the red waveforms with a delta function and

exponential decay (with τ = 10µs) to emulate the effect of partial hole-trapping and subsequent

diffusion into the bulk.

Figure 5.23: Simulated waveforms under each of the two DCR models. In both cases, the

lower-amplitude waveforms correspond to smaller alpha incidence radii. Simulations were

created using siggen, and are courtesy of Susanne Mertens.
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that reach the surface are assigned a slower drift speed, in this case a factor of 2% of the

bulk drift speed.

The radial dependence of energy, in this case, mimics the inverse of the electron weighting

potential exactly, since the fraction of the signal carried by the electrons is missing at all

radii (see Fig. 5.24a). Because the electron component of the pulse shape (which is the origin

of the DCR signal, in this case) increases in strength at small radii, we would expect that

the DCR effect would be particularly large at radii very near to the point-contact radius. In

general, it would be expected to decrease with increasing radius, as in Fig. 5.24c.

Given the observed radial dependence of energy and DCR, this model is not confirmed

by the TUBE measurements. The values of DCR increase with increasing radius, instead of

decreasing as this model predicts. Though the change in energy with radius has the correct

qualitative behavior, the observed variation is larger and steeper (as a function of radius)

than this model predicts. Though slow surface drift of electrons may be occurring, it is not

the dominant effect observed.

5.4.2 Passivated-Surface Trapping of Holes

In response to the TUBE data’s conflicts with the electron surface drift model, an alternative

model was developed. In this model, the collection of the electron-holes is also impeded by

the passivated surface layer effects. If there is a high concentration of bulk trapping centers in

a thin layer near the passivated surface, as suggested by the direct measurements of trapping

made in segmented germanium detectors [9], then some fraction of the electron-holes will

be trapped in the bulk of the detector. Slow rerelease of these charges would lead to a

DCR effect, in addition to the prompt signal from untrapped electron-holes. The rate of this

rerelease would be temperature-dependent. Additionally, the electron fraction is completely

or almost completely lost to trapping or slow surface transport in this model, which as in

the surface-electron model, is likely given electrons’ lower mobility.

Again, we model the resulting radial dependence of energy and the DCR parameter using

siggen. The electron contribution to the signal is completely turned off (assigned a drift
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(a) Energy dependence on radius for the case

of surface drift of electrons.

(b) Energy dependence on radius for the case

of partial hole trapping and total electron

loss.

(c) DCR dependence on radius for the case

of surface drift of electrons.

(d) DCR dependence on radius for the case of

partial hole trapping and total electron loss.

Figure 5.24: Simulation of the energy (top) and DCR (bottom) dependence on radius for the

two charge loss models. Simulations were created using siggen, and are courtesy of Susanne

Mertens.
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speed of 10−4 of the bulk speed), and a given fraction of the electron holes is delayed by

convolving their signal with an exponential function with a time constant of 10µs.

As in the surface transport model, the energy falls with decreasing radius, but a larger

fraction of the incident energy is lost at all radii, as seen in Fig. 5.24b. The radial dependence

of the DCR, on the other hand, exhibits the opposite behavior as in the surface-electron

model, decreasing dramatically at small radii (see Fig. 5.24d). The electron-hole contribution

to the signal drops dramatically at small radii (as seen in the weighting potential, Fig 5.6);

since the DCR effect in this case scales with that fraction, it also disappears at small radii.

The energies observed in the TUBE scan of PONaMa-1, and the radial dependence of

the DCR parameters at near-point-contact positions (where instability effects are reduced),

support this model for the surface alpha charge collection. Further siggen simulations should

answer the question of whether a constant trapping fraction is sufficient to give the observed

radial dependence of energy, or if a radial dependence of the charge trapping is needed to

reproduce the effect observed in these measurements.
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Chapter 6

ALPHA BACKGROUNDS IN THE Majorana Demonstrator

6.1 Introduction

The Majorana Demonstrator has been taking data with its low-background cryostats

since June 2015. Using the open data, we can estimate the background rate of alpha decays

in the system and attempt to determine their source. We can evaluate the effectiveness of

the DCR pulse-shape discriminator in reducing the background rates, both in the 0νββ ROI

and at energies over 2.7 MeV, where we expect alpha particle backgrounds to dominate the

spectrum.

In particular, we focus on the background rates in the enriched detectors, which were

produced by ORTEC. These detectors have similar geometries to the PONaMa-1 detector

studied with the TUBE scanner (see Chp. 4 and 5); we expect them to respond similarly to

the DCR analysis, with the pulse-shape parameter efficiently identifying passivated-surface

alpha events occurring on over 97% of the surface. These detectors also dominate our sensi-

tivity to 0νββ, given their 88% 76Ge abundance.

In the natural-abundance BEGe-type detectors, the background reduction effect of the

DCR analysis is expected to be less than that of a (still-to-be-implemented) near-point-

contact event cut, such as an upper limit on the accepted A/E values or a lower limit on the

accepted drift times. See Sec. 5.3.2 for further discussion.

6.2 Standard Majorana Analysis

Prior to evaluating the effect of the DCR analysis, we apply all of the standard Majorana

analysis steps. In the event-building stage of processing, the baseline of each waveform is

removed and the digitizer non-linearity is corrected [30]. Using the run selection criteria
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given in Table 6.1, silver- and gold-ranked runs are used to create the data sets. The data

sets used in this analysis, listed in Table 6.2, are composed of silver-ranked runs. since the

polyethylene shielding was not yet complete during this period of operations. Detectors that

are being operated at full bias, have stable gain, and have stable A vs. E are selected, as

described in [38]. Some of the other biased detectors can be used to veto background events

that pass through multiple detectors, though their energy information is not used in the

spectral analysis.

As suggested by the notes in Table 6.2, there was some variation in the data-taking

conditions during Data Sets 0-4. In DS0, the inner copper shield, made from underground

electroformed copper, was not in place, and Kalrez R© o-rings were used to seal the cryostat,

instead of the lower-background PTFE seals in use during later data sets. Therefore, DS0 is

expected to have higher gamma background rates than the other data sets. In Data Set 2,

waveform multi-sampling, in which 4 consecutive samples (taken at 100 MHz) are summed

to create a single stored ADC value, is applied to the the tail of the waveforms. This allows

the digitization window to be extended in time, including 30µs of the waveform tail instead

of the 10µs recorded in the singly-sampled data. Additional shadow shielding to prevent

external gamma events from shining down the cryostat cross-arm was added between the

end of DS2 and the start of DS3. This should further reduce the gamma background rates

in DS3 and DS4, but the effect is expected to be minimal at these low statistics, and is

therefore disregarded in this analysis.

A series of data cleaning cuts, described in [58], is applied to remove non-physics wave-

forms, and pulser events are removed. Since the liquid nitrogen (LN)-filling of the modules

creates high noise and subsequent high dead-time due to the elevated trigger rate, all events

occurring between 15 minutes before and 5 minutes after an LN-fill are removed. Cosmogenic-

induced muon background events are removed by vetoing all events that occur between 50µs

before (to allow for the delay between the muon veto and germanium DAQ systems) and 1 s

after a muon event. These cuts, and the dead-time they induce, are described in [68].

The gamma background rate in the Demonstrator is reduced by applying two analyses
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Bit Silver Bronze Bad Cal Definition

0 1 Run length: shorter than 3 minutes (1 min for cal)

1 1 Run end: due to ORCA crash -StopTime must be non-

zero

2 1 Radon purge: sufficient - average below 5 slpm during

run

3 1 Pulser monitor channels are not running (after run 4549)

4 1 Run initialization: issues at run start

5 1 Veto not running: “It does not match expected rate”

6 1 Builder: events not able to be built

7 1 Rate: too high and may affect live-time

8 1 Source present: thus a calibration run

9 1 Trigger Card: Master Trigger card reported lost lock.

10 1 Maintenance/disruptive work

11 1 Shield: not present or incomplete

12 1 Slow control DB is not “available for run”

13 1 Data production logs - bad errors

14 1 One or more Orca bits set: 0 (DAQExpertMode),16

(Transition), 17 (NonStandard), 18 (PulserCal), 19

(ElectronicsCal)

Table 6.1: MJD run quality bit definitions are applied to a run after processing. The result

is a 16-bit word that encodes run quality conditions into a number. If the bit is zero, the

condition is satisfied. It the bit is one, the condition is not satisfied. The bits are grouped

into ranks of gold, silver, bronze, bad, and calibration. The combinations of bits are checked

from right to left in the table. If no bits are set, a gold run rank is assigned.
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targeted at multiple-scatter gamma events: granularity and A vs. E. In the granularity, or

multiplicity, cut, an event is removed if signals occur in two or more detectors within a 4µs

window. This eliminates “true coincidence” events, in which a single physics process occurs

in multiple detectors, with the minimal sacrifice of single-site events accounted for in the

cited exposure of each data set [68]. An A vs. E cut, as discussed in Sec. 2.2.1, is applied to

reduce the backgrounds due to gamma events that scatter multiple times within the same

detector [37].

In many of the studies conducted here, we consider only the enriched, ORTEC-geometry

detectors, and not the natural-abundance BEGe detectors. The DCR analysis is expected to

be most effective and is best-understood in these detectors, since their geometry matches that

of PONaMa-1. Since these detectors provide most of the Demonstrator’s 0νββ-sensitive

exposure, the background rates in these detectors are our primary concern.

6.3 DCR Cut Background Reduction

The background rates with and without the DCR cut applied to the data were evaluated

in Data Sets 0-4. The data sets are summarized in Table 6.2. The exposures listed here do

not exactly match the standard Majorana analysis; several detectors in each official data

set were disregarded due to incomplete analysis at the time of writing. The runs used The

runs used (and the criteria used to select runs) are exactly those in [68] and [38]. The rates

are evaluated separately in each data set, so they may be compared across the two modules

and, in Module 1, studied over time.

From the summed high-energy spectrum (see Fig. 6.1), we observe a peak near 5.3 MeV,

the full energy of the alpha decay of 210Po. This indicates that there is a significant back-

ground contribution from the 222Ra decay chain, though the question of whether the decay

chain is in equilibrium remains. 210Po has a half-life of 138 days, several times shorter than

the accumulated run time of the Demonstrator; if the decay is unsupported by the long-

lived (22 years) 210Pb isotope, we will observe a falling alpha event rate over the course of

these data sets.
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DS Dates Modules
Exposure

(kg days)

Enr. Exposure

(kg days)
Notes

0 6/26 - 10/7/15 1 509.428 324.220 No inner shield

1 12/31/15 - 5/24/16 1 692.845 626.779

2 5/24 - 7/14/16 1 114.368 103.520 Multi-sampling enabled

3 8/25 - 9/27/16 1 425.78 342.571

4 8/25 - 9/27/16 2 223.282 93.615

Table 6.2: A summary of open data used from the Majorana Demonstrator data sets.

Measurements with the TUBE scanner allow us to conclude that in the enriched detectors,

the peak near 5.3 MeV is due to alpha particles incident on the point-contact itself, since

little energy is being lost to charge-trapping in these events. The peak is broader and reaches

higher energies than we would expect from the measurement of PONaMa-1, but this is likely

due to detector-to-detector variation of the point contact dead layer thickness.

To evaluate the rate of alpha background events and the effectiveness of the DCR cut,

it is appropriate to study three energy regions. At energies between 2.7 and 4.5 MeV, we

expect the dominant background contribution to be alpha particles incident on the passivated

surface (or, for BEGe detectors, in the ditch region). The DCR parameter should identify

these events as alpha background events with high efficiency, particularly in the enriched

detectors.

We take the energy region from 4.5 to 5.5 MeV as a generous estimate of the energy range

in which alphas incident on the point contact may appear. The DCR parameter is expected

to be insensitive to these events. The use of this large energy window, however, may lead to

a contribution from the highest-energy passivated surface events, which the DCR parameter

should identify as alpha background events.

The combined energy window of 2.7 to 5.5 MeV is used to study the level of 210Po con-
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Figure 6.1: Sum spectrum of data sets 0-4. The blue and red lines give the spectra in all

detectors with and without the DCR cut, respectively, and the black and violet lines give

the same in only the enriched detectors.

tamination, the alpha rate over time, and the variation in alpha backgrounds from detector

to detector.

Finally, we also study the energy window used to determine the background in the 0νββ

region-of-interest, a disjoint 350 keV window around the 0νββ Q-value (2039 keV) that ex-

cises expected gamma background peak regions. The event energies included in this analysis

are those from 1950 to 2350 keV, with the exception of the regions from 2094 to 2127 and

2195 to 2212 keV. In this region, we expect the source of the background events to be a mix-

ture of gamma Compton continuum events and passivated surface alpha events. Data Set 0,

in particular, is expected to have a higher rate of gamma background events in this region,

since the inner copper shield and additional cross-arm shielding were not yet in place during

these runs. Higher background rates are also expected because Kalrez seals were used in

the cryostat during these runs, rather than the low-background PTFE seals that were later
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installed. Data Sets 1 and 2 may also show slightly higher gamma background rates than

Data Sets 3 and 4, since additional shadow shielding was installed between the periods of

Data Sets 2 and 3.

Given the TUBE scan results, we expect the alpha events in this energy window to

originate from a mixture of small radius and large incidence angle events. High incidence

angle events are expected to remain at the DCR parameter values that are characteristic of

their incidence radii, and will therefore be identified effectively. For the small radius events,

the DCR analysis begins to lose power in identifying alpha events at these energies, due

to the falling hole-fraction contribution to the signal. These remaining alpha events are

expected to be identifiable with high efficiency by a pulse shape discriminator that identifies

near-point-contact events, like the high-A/E analysis used in the TUBE analysis.

In addition to being accepted by channel and run selection steps and having the appro-

priate energy, events must pass muon veto, data cleaning, granularity, and single-site (A

vs. E) event cuts, and must not occur during the LN-fill veto period. Rates are presented

for the sum of all detectors and for only enriched (ORTEC-type) detectors, both with and

without the 99% bulk-acceptance DCR cut applied to the events. For results, see Table 6.3

and Fig. 6.2.

From these results, there is little indication of a change in the alpha event rate over the

course of the data sets. As expected, the DCR analysis reduces the background rate quite

effectively in the passivated surface and ROI energy windows, but has little effect in the

energy region of the full-energy 210Po events.

6.4 Rate Analysis

To evaluate the rate over time, we use the energy window from 2.7 to 5.5 MeV. Given the

low alpha event rates, we average over each data set. As the date of the integrated rate in

each data set, we use the exponentially-weighted average date:

t =

∑n
i=0 te

−(ti+∆t/2−t0)

τ ∆t∑n
i=0 e

−(ti+∆t/2−t0)

τ ∆t
(6.1)
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DS
Energy

(MeV)

Rate

(cnts/(keV kg d))

Rate

after DCR

(cnts/(keV kg d))

Enr. Rate

(cnts/(keV kg d))

Enr. Rate

after DCR

(cnts/(keV kg d))

0 2.7− 4.5 (4.35+0.60
−0.60)× 10−5 (7.53+5.27

−3.88)× 10−6 (3.71+0.66
−0.66)× 10−5 (8.12+6.42

−3.98)× 10−6

4.5− 5.5 (1.20+0.90
−0.61)× 10−5 (1.20+0.90

−0.61)× 10−5 (0+5.09
−0 )× 10−6 (0+5.09

−0 )× 10−6

ROI (3.40+0.38
−0.32)× 10−4 (6.45+3.24

−2.37)× 10−5 (4.11+0.50
−0.50)× 10−4 (6.56+4.06

−3.03)× 10−5

1 2.7− 4.5 (3.28+0.50
−0.50)× 10−5 (7.63+25.7

−6.79)× 10−7 (3.44+0.54
−0.54)× 10−5 (8.40+28.2

−7.47)× 10−7

4.5− 5.5 (4.26+0.77
−0.77)× 10−5 (1.65+0.96

−0.69)× 10−5 (3.63+1.44
−1.13)× 10−5 (9.07+8.27

−5.73)× 10−6

ROI (1.88+0.27
−0.27)× 10−4 (2.36+2.15

−1.49)× 10−5 (1.94+0.29
−0.29)× 10−4 (1.30+1.91

−0.82)× 10−5

2 2.7− 4.5 (3.24+2.56
−1.59)× 10−5 (0+1.13

−0 )× 10−5 (3.56+2.81
−1.75)× 10−5 (0+1.24

−0 )× 10−5

4.5− 5.5 (2.50+3.69
−1.58)× 10−5 (8.33+28.0

−7.41)× 10−6 (1.83+3.58
−1.34)× 10−5 (0+2.23

−0 )× 10−5

ROI (1.67+1.32
−0.82)× 10−4 (0+5.81

−0 )× 10−5 (1.57+1.43
−0.99)× 10−4 (0+6.38

−0 )× 10−5

3 2.7− 4.5 (4.51+0.75
−0.75)× 10−5 (3.76+5.54

−2.37)× 10−6 (3.39+1.39
−1.07)× 10−5 (3.08+6.04

−2.26)× 10−6

4.5− 5.5 (2.48+1.54
−1.15)× 10−5 (1.13+1.13

−0.71)× 10−5 (2.22+1.66
−1.12)× 10−5 (8.33+12.3

−5.26)× 10−6

ROI (1.61+0.61
−0.48)× 10−4 (1.29+2.52

−0.94)× 10−5 (1.67+0.71
−0.56)× 10−4 (0+1.94

−0 )× 10−5

4 2.7− 4.5 (2.24+1.57
−1.15)× 10−5 (2.49+8.36

−2.21)× 10−6 (2.37+2.73
−1.50)× 10−5 (0+1.45

−0 )× 10−5

4.5− 5.5 (0+1.09
−0 )× 10−5 (0+1.09

−0 )× 10−5 (0+2.61
−0 )× 10−5 (0+2.61

−0 )× 10−5

ROI (2.18+1.03
−0.76)× 10−4 (1.28+4.30

−1.14)× 10−5 (4.88+2.44
−1.83)× 10−4 (0+7.45

−0 )× 10−5

0-4 2.7− 4.5 (3.75+0.31
−0.31)× 10−5 (3.57+1.91

−1.40)× 10−6 (3.46+0.34
−0.34)× 10−5 (3.26+2.12

−1.47)× 10−6

4.5− 5.5 (2.43+0.33
−0.33)× 10−5 (1.19+0.44

−0.35)× 10−5 (2.00+0.65
−0.53)× 10−5 (5.28+3.70

−2.72)× 10−6

ROI (2.31+0.17
−0.17)× 10−4 (3.15+1.25

−0.98)× 10−5 (2.63+0.21
−0.21)× 10−4 (2.35+1.26

−0.92)× 10−5

0-4 2.7− 4.5 (3.48+0.36
−0.36)× 10−5 (1.83+1.83

−1.16)× 10−6 (3.36+0.39
−0.39)× 10−5 (1.36+2.01

−0.86)× 10−6

4.5− 5.5 (2.97+0.44
−0.44)× 10−5 (1.19+0.54

−0.43)× 10−5 (2.78+0.90
−0.73)× 10−5 (7.35+5.14

−3.79)× 10−6

ROI (1.83+0.19
−0.19)× 10−4 (1.70+1.19

−0.88)× 10−5 (2.05+0.22
−0.22)× 10−4 (7.00+10.3

−4.42)× 10−6

Table 6.3: Background rate results in Majorana Demonstrator Data Sets 0-4, with and

without the 99% bulk-acceptance DCR cut applied to the data. The uncertainties given are

the 90% Feldman-Cousins statistical confidence intervals [43]. These results to not reflect

the finalized Majorana analysis.
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Figure 6.2: Rates in the 2.7 to 4.5 MeV (upper left), 4.5 to 5.5 MeV (upper right), and ROI

(bottom left) energy windows. Blue circles and and red triangles represent the rates in all

detectors with and without the DCR cut, respectively, and black squares and violet crosses

give the same in only the enriched detectors.
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Figure 6.3: M1 alpha background rates in the 2.7 to 5.5 MeV energy window of each data set,

given as a function of time. The time given for each data set is the exponentially-weighted

average date, as in Eqn. 6.1. Blue circles indicate the rates in all detectors, and red squares

are the rates in only enriched detectors. The DCR cut is not applied, but single-site, muon,

granularity, and data cleaning cuts are applied to the data. The error bars indicate the 90%

Feldman-Cousins statistical confidence intervals [43].

where τ = t1/2/ ln(2) = 199.7 days is the decay constant of 210Po and the sums are taken

over each of the n runs of the data set. ti and ∆t are the start times of each run, and t0

is the start time of the data set, taken as the number of days since the beginning of DS0

data-taking.

As seen in Fig. 6.3, there is no hint of decay in the alpha background rates over time.

All of the data set rates are in agreement except for the rate in the DS 0 enriched detectors,

which is in tension with the rate in DS1 and in slight tension with that from DS3. In spite of

the high statistical errors associated with the rates, the decay would be clearly detectable if

the entirety of the alpha background contribution were due to unsupported 210Po decay; the
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Figure 6.4: Rates in the 2.7 to 5.5 MeV energy window for each detector. Blue error bars

indicate the Poisson error bounds, and red error bars indicate the Feldman-Cousins intervals.

The average for all detectors is indicated by the red line.

expected rate after 350 days is less than 20% of the starting rate, well outside the statistical

uncertainties of the rates. Therefore we must conclude that at least the majority of the alpha

backgrounds are supported by 210Pb decay.

The total observed incident 210Po activity in the 2.7 to 5.5 MeV window is 13.1±1.0µBq,

and the total in this energy range in the enriched detectors is 8.8±0.8µBq. These values

should be considered to be lower limits on the 210Po activity, since an unknown fraction of

events occur at energies below 2.7 MeV.

6.5 Detector-by-detector Backgrounds

The Majorana Collaboration is very interested in discovering the source of the alpha

background contamination, so that it may, if possible, be removed. To this end, it is also of

interest to examine the alpha background rates observed on a detector-by-detector basis, to
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Figure 6.5: The distribution of the number of detectors with a given alpha background rate.

7 of the 8 detectors with rates over 5× 10−5 cnts/(keVkgd) appear on the list in Table 6.4.

The remaining detector is B8463, a BEGe-type (natural) detector with a high uncertainty

in its rate due to its small exposure.

find whether some detectors are particularly contaminated. Even if the alpha background

cannot be eliminated in during the life of the Majorana Demonstrator, understanding

its source will allow future low-background HPGe-based experiments to limit this problematic

background.

Again, we integrate the single-site, non-muon events with energies between 2.7 and

5.5 MeV following granularity, LN fill, and data cleaning cuts. The error associated with

each detector varies, as their both their masses and operating times vary.

The integral rates for each of the detectors (including Data Sets 0-4) can be seen in

Fig. 6.4. In addition to the Poisson errors for these rates, we give the Feldman-Cousins (FC)

[43] upper and lower bounds for an expected background of 0. Since the rates are very close

to 0, the FC procedure allows us to present rates that transition smoothly to upper limits
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Det. Type All Enr. Rate

P42538B Enr. X X (1.6+0.4
−0.4)× 10−4

P42661C Enr. X (1.1+0.4
−0.3)× 10−4

B8455 Nat. X X (1.8+0.8
−0.6)× 10−4

P42853B Enr. X X (5.8+6.7
−3.7)× 10−5

B8466 Nat. X X (8.0+12
−5.0)× 10−5

B8481 Nat. X X (5.2+10
−3.8)× 10−5

B8594 Nat. X X (8.1+12
−5.1)× 10−5

Table 6.4: 7 detectors were found to have alpha rates inconsistent with the average rates. A

checked box in the “All” column indicates that the rate is inconsistent with the average rate

across all detectors, and a checked box in the “Enr.” column indicates that it it inconsistent

with the (lower) average rate in the enriched detectors.

when a rate of 0 is measured, without under-coverage.

The average rate, when taken among all the detectors, is (3.4± 0.4)× 10−5 cnts/(keV kg

d). When taken among only the enriched detectors, it is (2.7± 0.4)× 10−5cnts/(keV kg d).

The difference in these averages does not necessarily imply that the 210Po average activity

level differs between the enriched and natural-abundance detectors, since only the alpha

spectrum above 2.7 MeV is used to find this rate. If the BEGe-type detector design leads

to fewer highly energy-degraded events (with energies less than 2.7 MeV) than the ORTEC

geometry, these rates would be brought into closer agreement.

Using these two averages, we find the detectors that are inconsistent with the average

rate, as defined by their FC limits (i.e. their lower FC bound is above one or both of the

averages). These high-alpha rate detectors are given in Table 6.4. These detectors also

appear as outliers in the distribution of detector alpha rates, seen in Fig. 6.5.

The potential origins of the elevated alpha background rates in these detectors are cur-
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rently being investigated. The Majorana Collaboration has carefully tracked the manu-

facturing, cleaning, storage, and assembly history of all the detectors and parts [6], and is

now studying these records to find the shared elements in these detectors’ histories.

6.6 DCR Effect on 0νββ Sensitivity

The half-life sensitivity to 0νββ is given by:

T 0ν
1/2 > ln 2

Natε

〈UL(B(t))〉
,

where Na is the number 76Ge atoms, t is the live time, ε is the efficiency, and B(mt) is the

predicted number of background events after the integrated exposure mt. Without the DCR

cut applied, ε = ε0, the combined efficiency of all other cuts. With the 99% bulk-acceptance

DCR cut applied, ε = 0.99ε0. 〈UL(B)〉 denotes the average upper limit an ensemble of

identical experiments would place in the absence of a signal given B background counts

[40]. In the nearly background-free regime, the Feldman-Cousins method [43] provides an

appropriate means to calculate this value for a given observed background level. At high

background levels, 〈UL(B)〉 =
√
B.

To calculate the expected background level in the 0νββ ROI, we assume that the back-

ground spectrum is flat in the region around the 2039 keV Q-value, and is the same as in

the 350 keV ROI background estimate window described above. Since the enriched detectors

drive the Majorana Demonstrator’s sensitivity, we are most interested in the decrease

in the backgrounds due to the DCR cut in these detectors. We do not consider Data Set 0

in this analysis, since it was taken with incomplete shielding and is known to have higher

gamma backgrounds than the final configuration of the Demonstrator.

In Data Sets 1 through 4, the use of the 99% bulk-acceptance DCR cut reduces the

enriched detector event rate in the 0νββ ROI background-estimate window from from 88

counts to 3 counts, a factor of 29 reduction. As seen in Table 6.3, this corresponds to a

reduction in the rate from (2.1± 0.2)× 10−4 cnts/(keV kg d) to (7+10
−4 )× 10−5 cnts/(keV kg

d).
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To calculate 〈UL(B)〉 we must first find B, the expected number of background events in

the ROI in time t. For the purposes of this calculation, we take mt to be the accumulated

enriched exposure of Data Sets 1-4, 1166.505 kg days. The background index given above

must be multiplied by the width of the ROI in keV. Given small changes in the detector

resolution between data sets, the optimal width of the ROI has changed slightly over the

course of the experiment; we take it to be the exposure-weighted average of the ROI widths

in each of the data sets, 2.99 keV.

Multiplying by these values, we find an expected number of background events of 0.73±0.08

without the DCR cut, and (2+4
−2)× 10−2 with the DCR cut. Since no events are observed in

the ROI, the sensitivity 〈UL(B)〉, defined as the average upper limit that would be obtained

by an ensemble of experiments with the expected background and no true signal, with 90%

confidence, is 3.06 without the DCR cut, or 2.46 with it. The sensitivity without the DCR

cut is:

T 0ν
1/2 > ln 2

Natε0
3.06

,

and with the DCR cut it is:

T 0ν′
1/2 > ln 2

Nat0.99ε0
2.46

= 1.23T 0ν
1/2.

We conclude that the addition of the DCR cut improves the 0νββ sensitivity of the Majo-

rana Demonstrator at its current exposure by 23%.

Another calculation of interest is the expected increase in sensitivity after 5 years of oper-

ation. To calculate the total expected enriched exposure, we can assume that the operating

active mass is the sum of M1’s active mass in DS3 and M2’s active mass in DS4, giving a total

of 18.1 kg. As an estimate of the livetime fraction and duty cycle, we use the values found

for DS3, 99.0% and 92.4%, respectively [68] [38]. Therefore, over 5 years of operations, the

expected active enriched exposure of the Demonstrator is 3.02e4 kg days (or 82.8 kg yrs).

Assuming the background rates found in DS 1 - 4 remain constant through the life of the

experiment, 19±2 background events would be expected in the ROI over the lifetime of the

experiment without the DCR cut, and 0.6+0.9
−0.4 events would be expected with the DCR cut.
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Therefore 〈UL(B)〉 is 8.81 without the DCR cut, and 2.93 with it. Therefore, over the life of

the Demonstrator, the DCR cut improves the experiment’s sensitivity by a factor of 3.

To get a better sense of the value of this increased sensitivity, we can convert it to

an increased effective 76Ge mass, and to a monetary value of the increased effective mass

of the experiment. With both Modules 1 and 2 taking data, the Demonstrator has

approximately 18 kg of enriched active mass of fully operating detectors that contribute to

the 0νββ limit. These detectors have an average total mass per detector of 0.85 kg, and an

active mass fraction of 92.6%. The approximate costs associated with them are a price of

$100 per gram of enriched germanium, and $100,000 per detector of manufacturing costs.

The increase in sensitivity by a factor of 3 corresponds to an additional 36 kg of enriched

active mass, which would require the addition of 39 kg of total enriched mass, in 46 additional

detectors. At current prices, this would have represented an additional cost of $8.5 million.

6.7 Identifying the Source of Alpha Events in the Majorana Demonstrator

6.7.1 Projected Alpha Energy Spectrum

To create a realistic alpha energy spectrum, the radial dependence of the energy found

with the TUBE scan derived in Sec. 5.1.2 must be integrated with respect to position for a

given model of the alpha contamination, and corrected for the alpha particle incidence angle

energy-dependence. Below, we derive the expected energy spectra for two potential models

of contamination: a uniform-distribution model, and a point-source contamination model.

Also needed is the fraction describing the relative rate in the point-contact region, com-

pared to the passivated surface, which characterizes the obstruction of the p+ contact. In

the TUBE measurements, the alpha rate at unobscured scanning positions incident on the

passivated surface, found in Sec. 4.6 is constant, with an average of 64.6 events/hr. The peak

in the data sets with the source fully incident on the point-contact, on the other hand, shows

a substantially reduced event rate of 3.9 ± .3 events/hr, giving an obstruction fraction fobs

of 0.06. This likely due to the partial obstruction of the p+ contact by the contact pin and
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contact pin support. Some unknown fraction of the alpha source beam is also falling on the

nearby passivated surface, resulting in low-energy (< 1 MeV) events that are not being taken

into account.

This should be considered a lower bound for the detectors in the Demonstrator, since

only the effect of the contact pin obstruction could be relevant for alpha background events

in the Demonstrator. If the source of the events is the tin coating of the contact pin

or the detector surface itself, there will be no obstruction (fobs = 1). If some other source

is responsible for the events, the p+ contact would be partially obscured as in the TUBE

measurements (0.06 < fobs < 1). For this simplified model we will set fobs = 1. In future

simulations incorporating the full geometry of the p+ contact and contact pin, this parameter

will not be needed.

Uniform-distribution Model, without Incidence Angle Dependence

The uniform-distribution model of alpha contamination assumes a constant distribution σ

of alpha-emitters across the entire detector surface, including the point-contact region. This

model mimics the distribution that would be expected if, for instance, the detector were

exposed to 222Rn during fabrication or construction, leading to a uniform distribution of

210Po decays on the surface. This model would also be appropriate for the case of a uniform

distribution of alpha emitters on the surfaces of copper parts, since the crystal mounting

plate, the copper part that is closest to the passivated surface in the Majorana detector

mount design, is roughly equidistant from all points on the passivated surface and point

contact.

Beginning with the contamination model:

dn(r, φ) = σrdrdφ,

where φ is the azimuthal angle, we split it into point-contact and passivated surface terms.

The point-contact component is integrated over the entire point contact region to derive a

rate for this contribution, since the energy is independent of radius in this region.
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The passivated surface term has a one-to-one correspondence of energy to radius, so one

can integrate in the azimuthal angle dimension and transform from the radius to the energy

variable to give a rate in terms of energy, i.e., an energy spectrum:

dn(E) = πrp
2fobsσδ(E − Epk)dE

+ Θ(Emax − E)2πσr(E)
dr(E)

dE
dE

(6.2)

where Epk = 5323 keV is the average energy of the point-contact alpha events, Emax =

4

√
rmax−rp

a
= 4746keV is passivated-surface energy at the maximum radius of PONaMa-1,

and rp = 1.6 mm is the point contact radius.

The radial dependence on energy (found in Sec 5.1.2) is:

r(E) = aE4 + rp (6.3)

where a = 5.50× 10−14 mm/keV1/4 is the scaling parameter from the fit. Substituting it into

Eqn.6.2:

dn(E) =πr2pfobsσδ(E − Epk)dE

+Θ(Emax − E)8πσa(aE7 + rpE
3)dE.

(6.4)

Finally, this energy spectrum should be convolved with the spectral peak shape function

at each energy. Since the distribution of passivated surface events is very broad compared to

the resolution of the energy peaks, this will have little effect on the shape of the passivated

surface contribution. The delta function of the point-contact events, on the other hand, will

become a Gaussian+low-energy tail peak like that found in the fit to the energy spectrum

of point-contact events. We apply the convolution to only the point-contact events, and set

fobs and σ both to 1, to plot the spectrum in Fig. 6.6.

Point-contact Contamination Model, without Incidence Angle Dependence

The other contamination model studied is one in which the alpha events originate in a point

source some height h above the center of the p+ contact, and the event rate falls as 1
r2+h2
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across the passivated surface of the detector. Possible sources of such a distribution in the

Majorana Demonstrator would be contamination of the point-contact region of the

detector itself, or of the contact pin, the tin coating of that pin, or the PTFE bushing that

holds it in place.

To avoid a divergence at r = 0, we assume the contamination on the point-contact itself

is uniform, and matches the contamination at the boundary of the point-contact region.

In this case, the contamination model is:

dn(r, φ) =


σ
r2
p
r(E)drdφ, r < rp

σ
r(E)2+h2 r(E)drdφ, r > rp

Proceeding as before, the spectral shape is:

dn(E) = πfobsσδ(E − Epk)dE

+ Θ(Emax − E)8πσa
(aE3)(aE4 + rp)

(aE4 + rp)2 + h2
dE

(6.5)

Note that the point-contact contribution is identical as in the uniform contamination model,

save for the numerical factor of 1/r2p. Again, we convolve the delta function with the appro-

priate peak shape and set fobs and σ both to 1 to plot the predicted spectrum, in Fig. 6.6.

Uniform-distribution Model, with Incidence Angle Dependence

The predicted spectral shape derived above does not account for the radial dependence of

the alpha particle’s incidence angle. Large incidence angle events would have less energy at

a given radius than those measured with the TUBE scanner, since they would traverse more

of the high charge-trapping near-surface region. This would create a large enhancement in

the low energy portion of the spectrum, and a corresponding reduction at the high energy

portion.

To incorporate the incidence angle energy dependence into the polynomial spectral shape

model, we assume that charge-trapping occurs over some constant depth of the region below

the passivated surface, and that the amount of energy lost to trapping depends linearly on
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Figure 6.6: The predicted energy spectra for the uniform (in red) and point-contact (in blue)

contamination models, without angle-of-incidence correction.

the path length in this region. Therefore the energy at a given incidence angle θ, where θ is

measured with respect to the horizontal passivated surface, is:

E(r, θ) = E0 −
sin θ0
sin θ

(E0 − Et(r, θ0)) (6.6)

where θ0 = 65◦ is the incidence angle of the TUBE scan measurements, E0 is the alpha decay

energy, and Et(r, θ0) is the measured spectral shape in the TUBE measurements.

To correct the energy spectrum for incidence angle dependence, we integrate over all

allowed incidence angles to find the corrected energy Ef :

Ef (r) =

∫ π/2

ρ

(
E0 −

sin θ0
sin θ

(E0 − Et(r, θ0))
)

(2π cos θ)dθ

where ρ is the minimum incidence angle for which the particle has non-zero energy at some

radius r that corresponds to an energy Et(r, θ0):

ρ(r) = arcsin

(
sin θ0

(
1− Et(r, θ0)

E0

))



150

Taking the integral,

Ef (r) = 2πE0(1− cos ρ) + 2π sin θ0(E0 − Et(r, θ0)) ln(sin ρ)

Substituting ρ and using the second-order approximation of cos ρ in the first term (writing

Et(r, θ0) as Et for the sake of concision),

Ef (r) = 2πE0 sin2 θ0

(
1− Et

E0

)2

+ 2π sin θ0(E0 − Et) ln

(
sin θ0

(
1− Et

E0

))
and

dEf =

(
2π sin2 θ0

(
1− Et

E0

)
− 1

1− Et
E0

− sin θ0 ln

(
sin θ0

(
1− Et

E0

))
+

Et

E0

(
1− Et

E0

))dEt

(6.7)

Substituting these equations into Eqn 6.2, we find the spectral shape shown in Fig. 6.7.

Introducing the incidence angle dependence has a drastic effect on the spectral shape, with

most alpha events having very low energies of interaction.

Point-contact Contamination Model, with Incidence Angle Dependence

In this case, the incidence angle θ has a one-to-one correspondence with the radius r. Given

a point-source of alpha particles at height h, θ = tan
(
h
r

)
. Then the corrected energy Ef ,

using Eqn 6.6, is given by:

Ef (r) =
sin θ0
h

√
h2 + r2(E0 − Et(r, θ0)).

where Et is the measured energy in TUBE.

We can put this in the form of a linear transformation of Et:

Ef (r) = u(r)Et + v(r)

u(r) =
sin θ0
h

√
h2 + r2

v(r) = E0

(
1− sin θ0

h

√
h2 + r2

) (6.8)
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As before,

r(Et) = aE4
t + rp.

Again, the spectral shape can be found by transforming variables to re-scale the energy axis

of the spectrum given in Eqn. 6.5. In this case, the transformation is from the Et coordinate

to the incidence-angle weighted Ef . In other words, these two equations are substituted into

the spectrum, along with the Jacobean of the transformation from Et to Ef . Making the

substitution explicit:

dn(Ef ) = πfobsσδ(E − Epk)dE

+ Θ(Emax − E)8πσa
(Ef (r(Et))

3)(aEf (r(Et))
4 + rp)

(aEf (r(Et))4 + rp)2 + h2
dEf

(6.9)

where, writing r rather than r(Et) for the sake of concision:

dEf = Etdu(r) + u(r)dEt − dv

=

(
r

(
sin θ0
h

)(
E0 + Et√
h2 + r2

)
(4aE3

t ) +
sin θ0
h

√
h2 + r2

)
dEt

(6.10)

For varying heights h of the source, this gives the spectrum pictured in Fig. 6.8. The

passivated surface spectrum with h = 5 mm is compared to the uniform distribution spectrum

in Fig. 6.7

210Po Modifications to the Spectral Model

The projected alpha spectra are scaled to the energy of the 241Am alpha decay. To apply

them to the Majorana Demonstrator data, we must rescale it to match the energy of

the particle emitted by 210Po, our most significant observed alpha peak. The energy of that

decay is 5.304 MeV, as opposed to 241Am’s most probable decay of 5.485 MeV.

Given the charge-trapping model for alpha interactions that we have developed, it is most

appropriate to simply rescale the energy in the passivated surface spectral shape function by

the ratio of the two energies, so E ′i = 5.305
5.485

Ei.

The point-contact energy function, on the other hand, is best understood as charge loss to

a dead layer, which reduces the peak energy by a fixed quantity. This loss is independent of



152

Figure 6.7: The predicted energy spectra for the uniform distribution contamination model,

in black, and the point-contact contamination model with h = 5 mm, in red. Both curves

include the incidence angle dependence for the model, and are scaled to the appropriate

energies for 210Po decay.

the incident alpha energy, since the energy loss rate dE/dx is almost completely independent

of energy at these alpha energies. Therefore we shift this function by the difference in the

energies (180 keV), rather than applying a scaling factor.

An important caveat is that this spectral shape has a dependence on the radii of the

detector and the point contact. Though PONaMa-1 is a typical detector in these respects,

the detectors operating in the Majorana Demonstrator vary in both of these dimensions.

Similarly, the point-contact dead layers may vary from one detector to another.

6.8 Fitting to the Majorana Demonstrator Spectrum

Comparing the projected alpha spectral models to the high-energy spectra in the Majo-

rana Demonstrator we find several things of note. The uniform contamination model
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Figure 6.8: The predicted energy spectra for the point-contact contamination model, as h

varies. The black curve does not include the incidence angle correction. The alpha source

rate σ is set to 1 for all curves.

is immediately disfavored. As seen in Fig. 6.9, its fit to the observed spectrum is poor, and

is far worse than that of the point-contact contamination model.

Using the spectral shape model given by Eqns. 6.9 and 6.10, we fit the Majorana

spectrum in the enriched detectors, with the parameters σ and h determined by the fit. All

events in Data Sets 1-4 are used, following data cleaning, LN-fill veto, muon veto, granularity,

and A vs. E cuts. The DCR cut is not used, since the goal of this analysis is to pinpoint

the source of the alpha events. The energy range used for the fit is from 1900 keV to Emax,

the endpoint of the PONaMa-1 passivated surface spectrum, scaled to adjust for the 210Po

decay energy, 4611 keV. The lower energy bound is chosen to avoid a large contribution from

2νββ decay.

The p+ contact event contribution is not used to fit the spectrum; it is simply drawn

with the amplitude determined by the passivated surface fit. The background level for the
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Figure 6.9: The high-energy spectrum from the Majorana Demonstrator Data Sets

1-4, with muon, data cleaning, single-site, and multiplicity cuts applied, is in blue. Bins are

10 keV wide. The constant contamination model for passivated surface events (the red line)

was fit to the data, and the predicted scaling was applied to the point-contact peak shape

model. In this case, fobs is at its maximum value of 1, and the p+ event peak is so low in

amplitude that it is not visible.

peak is set to 0.

The alpha activity parameter σ fits to a value of 430±30 mm−1, and the height h fits to

a value of 3.75±0.03 mm. The fit is done using the MINUIT log-likelihood fitting algorithm,

given the low count rates in the high-energy data. The predicted spectrum fit the data quite

well, as seen in Fig. 6.10, giving a χ2/NDF of 378/269 = 1.40.

In the highest-energy cluster of events, we that the energy distribution is broader than

the single peak observed in PONaMa-1. In Fig. 6.10, we have adjusted the Gaussian peak

parameters of the p+ distribution to match (by eye) the observed peak. The centroid µ has

been set 100 keV lower in energy than predicted from the TUBE measurements, and the
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Figure 6.10: The high-energy spectrum from the Majorana Demonstrator Data Sets

1-4, with muon, data cleaning, single-site, and multiplicity cuts applied, is in blue. Bins

are 10 keV wide. The point-contact contamination model for passivated surface events (in

red) was fit to the data. fobs was set to 0.5. Changes were also made to the p+ Gaussian

distribution to account for the impact of including multiple detectors. The Gaussian peak

position was shifted downwards in energy by an additional 100 keV, and the width σ was set

to 70 keV (instead of the 9 keV measured in TUBE).

width σ has been set to 70 keV, instead of the predicted 9 keV. fobs has been set 0.5.

Since we have modeled the point-contact events as having no incidence angle dependence,

and the surface of the dimple has a dramatic curve to it, some energy broadening is expected

based on the varying path lengths through the dead region. Given the complicated geometry

of this region, a simple analytical model cannot correctly model this behavior, and a full

simulation would be needed to reproduce the peak shape. There is also the possibility of

variation in the dead layer of different detectors, which are being summed together here.

These results suggest that the alpha background events seen in the Majorana Demon-
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strator are likely associated with the plastic bushing that holds the contact pin. This part,

with a 6.35 mm diameter, is 3.65 mm above the passivated surface, centered on the contact

pin position. Given the simple point-source contamination model used to create the spectral

function, this agreement, to within 5% of the bushing position, is extremely suggestive.

That said, the point source approximation used in this model fails for small h. Addition-

ally, other plastic parts in the vicinity of the passivated surface, like the crystal insulators,

are not correctly approximated by the centered point-source model used here. To definitively

identify the source of the alpha background events, a full simulation is needed, as discussed

in Sec. 7.3.
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Chapter 7

CONCLUSIONS

7.1 Summary of Results

In this work, we have demonstrated one possible implementation of an algorithm to identify

passivated-surface alpha events in P-PC HPGe detectors. By studying alpha events directly

using the TUBE scanner, we have characterized the response of the entire alpha-sensitive

surface of a detector like those used in the Majorana Demonstrator, describing both

the charge trapping/loss and delayed charge recovery (DCR) effect on the passivated and

p+ contact surfaces.

This study has allowed us to identify the phenomenon responsible for the DCR effect:

near-surface trapping of holes in the semiconductor crystal. This effect has been shown to be

highly significant, leading to loss of over 50% of the incident alpha energy at some locations

on the detector surface. It has also been shown to be highly dependent on the radial distance

from the p+ contact of the alpha’s incidence position. Using a combination of the newly-

developed DCR pulse-shape parameter and the previously-implemented A/E parameter (or

an alternative measure of pulse drift time), alpha events on all sensitive surfaces can be

reliably identified with less than 0.2% sacrifice of 0νββ signal events.

By applying the DCR analysis to the Majorana Demonstrator low-background data,

backgrounds in the 0νββ region-of-interest have been reduced by a factor of 29, improving

the expected sensitivity of the experiment by a factor of 3.

The measurements taken with TUBE have also allowed us to model the expected alpha

background spectral shape in the Demonstrator. Using an analytic approach, we have
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studied two models describing the distribution of alpha-emitting radioactive contaminants

in the experiment – one in which the entire passivated surface of each detector has been

contaminated, and one in which the background events originate in a point source located

some distance above the p+ contact of each detector. We have found that the first model

does not match the observed spectrum, and that the second model predicts the spectral

features observed in the Demonstrator quite accurately.

In spite of the many simplifying assumptions used in this study, a two-parameter fit of

the model spectrum to the data indicates that the plastics used in the Majorana detector

unit are likely responsible for the alpha background observed. Though further work is needed

to confirm that this is the case, the removal and replacement of these contaminated parts in

already being considered.

7.2 Proposed Improvements to the DCR Analysis

Several improvements can still be made to further improve the DCR analysis parameter

algorithm, and particularly to reduce the uncertainties associated with its bulk acceptance.

The two main contributions to the uncertainty of this value are the pulse shape uncertainty

σPS and the stability σstab..

The pulse-shape uncertainty currently appears to be dominated by the effect of charge

trapping. Though one implementation of a charge trapping correction has been described in

this work, it relies on very precise calibration of a pulse-maximum energy estimator, and has

proven impractical to implement in the Demonstrator. An alternative approach currently

being studied by the Majorana Collaboration suggests that a direct measure of the trapping

on a waveform-by-waveform basis, based on the drift time of the pulse, can provide a far

more accurate measurement of the degeneracy of the bulk trapping and DCR effects. We can

subsequently corrected for this effect, reducing the width of the bulk-event DCR distribution

and allowing reduced signal sacrifice without a reduction in alpha-identification power.

Multi-site events that evade identification by the A vs. E analysis are also contributing

to the measured σPS. This effect could be reduced by implementing additional single-site
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event selection, like a waveform-library-based pulse shape analysis.

The stability-related uncertainty also has two main contributions, both of which can

be addressed by future improvements to this analysis: changing pole-zero decay constants

and changing noise conditions. The first of these can be addressed by implementing a true

pole-zero correction in the Majorana analysis, rather than the effective correction used

here. Such a correction can be re-calculated based on physics events from weekly energy

calibrations, or even more frequently using the onboard pulsers. This would eliminate the

effect of small instabilities over months of data-taking seen using the current strategy, in

which pole-zero decay constants are calculated once per data set for each channel, and re-

calculated when major instabilities are observed.

The latter can be addressed by implementing waveform filtering prior to the DCR pa-

rameter evaluation. Since it is high-frequency noise that causes bulk DCR distribution

broadening, and the low-frequency components of the waveform that indicate that delayed

charge recovery is occurring, the use of notch, wavelet, or bandpass filtering should limit the

impact of noise quite effectively.

7.3 Future Studies of Alpha Backgrounds

In the near future, studies with the TUBE scanner will attempt to identify the origin of

the observed DCR instability observed in the system. By bias- and temperature-cycling the

system, we should be able to distinguish the effects of the two leading hypotheses: surface-

channel formation and deep trap filling. Another near-term study will focus on taking alpha

data with a longer digitization window– over 100µs instead of the 30µs used in this work.

This will allow us to further characterize the rate of charge re-release. Other studies with

the TUBE scanner will focus on characterizing the thickness of the charge trapping region

associated with the passivated surface, whether by varying the incidence angle of an alpha

source or by measuring the energy-dependent efficiency of various low-energy gamma peaks

with a multi-line gamma source like 133Ba.

Further work should also be done to study the DCR effect in other detector geometries,
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like Canberra’s BEGe P-PC, and new inverted-coax geometries being considered by the

LEGEND Collaboration. To this purpose, a re-analysis of the TUBE BEGe scan data is

being considered, and the Majorana group at the University of Washington is proceeding

in the design and eventual construction of a scanner that will allow surface measurements of

larger-diameter detectors with variable angle-of-incidence.

Upcoming efforts by the Majorana Collaboration will also focus on incorporating the

observed passivated-surface behavior into simulations of alpha backgrounds. This will allow

a more accurate background model for the experiment to be constructed, and will lead to

a more precise identification of contaminated elements in the Demonstrator than can be

provided by the simplified analytical model used in this work.

7.4 The Future of Double-Beta Decay Searches

The search for 0νββ decay stands at an exciting crossroads. The current generation of exper-

iments, like the Demonstrator, GERDA, CUORE, EXO-200, KamLAND-Zen and others,

have released or will be releasing new results in the coming few years. These experiments

have used a wide range of techniques, whether in their choice of isotope, detection technique,

or background reduction strategies.

To move to the tonne scale, and to achieve the low backgrounds needed to be sensitive

to the entire inverted hierarchy range of mββ, future experiments will have to draw on a

variety of these techniques. This is the approach taken by the LEGEND Collaboration,

which is drawing on the techniques developed by both the GERDA and the Majorana

Collaborations.

One strategy that can make a major impact on an experiment’s background rejection

capability is particle identification, distinguishing beta decay events from alpha and gamma

events. Though it is not typically described in those terms, multi-site event rejection in

P-PC detectors is a sort of gamma particle identification; in this work, we have shown that

the DCR analysis can provide a similar tool to identify alpha events with very little signal

event sacrifice. These capabilities, as well as the extremely low ROI background rates seen
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in the current 76Ge experiments, provide an exciting path forward for the field.

This work also demonstrates the power that having a complete description of the physics

of detectors can have in rare event searches. When studying more common processes, “fringe

cases” like the passivated surface behavior studied here can be disregarded. In studies of

exceedingly rare physics, like 0νββ, however, these cases have to be as completely understood

as possible, even if the fraction of the detector affected is far less than 1%.

In fact, understanding the phenomena behind these anomalous behaviors can actually

serve as a powerful tool, as it has in the case studied here. This is an important lesson

to retain in developing new low-background techniques. This work and other efforts by the

Majorana Collaboration have shown that far more information still remains to be extracted

from our HPGe signals; by leveraging it, we can reach new levels of sensitivity even with

the same, currently-operating experiment. A similar campaign of simulations and relatively

simply-accomplished dedicated measurements could lead to further improvements in other

experiments as well.
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[27] Dušan Budjáš, Marik Barnabé Heider, Oleg Chkvorets, Nikita Khanbekov, and Stefan
Schönert. Pulse shape discrimination studies with a broad-energy germanium detector
for signal identification and background suppression in the gerda double beta decay
experiment. Journal of Instrumentation, 4(10):P10007, 2009.

[28] R. N. Cahn, D. A. Dwyer, S. J. Freedman, W. C. Haxton, R. W. Kadel, Yu. G. Kolomen-
sky, K. B. Luk, P. McDonald, G. D. Orebi Gann, and A. W. P. Poon. White Paper:
Measuring the Neutrino Mass Hierarchy. In Proceedings, 2013 Community Summer
Study on the Future of U.S. Particle Physics: Snowmass on the Mississippi (CSS2013):
Minneapolis, MN, USA, July 29-August 6, 2013, 2013.

[29] A. Caldwell, A. Merle, O. Schulz, and M. Totzauer. A Global Bayesian Analysis of
Neutrino Mass Data. ArXiv e-prints, May 2017.

[30] P. H. Chu, J. A. Detwiler, T. Gilliss, I. Guinn, S. Mertens, D. Radford, R. Varner,
and B. Zhu. Energy performance of the majorana demonstrator. Technical Report
M-TECHDOCPHYS-2017-012, Majorana Technical Report, 2017.

[31] Bruce T. Cleveland, Timothy Daily, Jr. Raymond Davis, James R. Distel, Kenneth
Lande, C. K. Lee, Paul S. Wildenhain, and Jack Ullman. Measurement of the solar
electron neutrino flux with the homestake chlorine detector. The Astrophysical Journal,
496(1):505, 1998.

[32] The EXO-200 Collaboration. Search for majorana neutrinos with the first two years of
exo-200 data. Nature, 510(7504):229–234, 06 2014.

[33] The GERDA Collaboration. Background-free search for neutrinoless double-decay of
76ge with gerda. Nature, 544(7648):47–52, 04 2017.

[34] R.J. Cooper, D.C. Radford, K. Lagergren, James F. Colaresi, Larry Darken, R. Hen-
ning, M.G. Marino, and K. Michael Yocum. A pulse shape analysis technique for the
majorana experiment. Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment, 629(1):303 – 310,
2011.

[35] C. L. Cowan, F. Reines, F. B. Harrison, H. W. Kruse, and A. D. McGuire. Detection
of the free neutrino: a confirmation. Science, 124(3212):103–104, 1956.

[36] G. Adam Cox, Charles A. Duba, Mark A. Howe, Sean McGee, Alan W. Myers, Keith
Rielage, R. G Hamish Robertson, Laura C. Stonehill, Brandon L. Wall, John F. Wilk-
erson, and Tim D. Van Wechel. Sudbury neutrino observatory neutral current detectors
signal readout system. IEEE Transactions on Nuclear Science, 51(5 I):2227–2230, 10
2004.



170

[37] C. Cuesta. Multi-site event discrimination for the MAJORANA DEMONSTRATOR;
draft. Technical Report M-TECHDOCUNIDOC-2017-014, Majorana Technical Report,
Apr 2017.

[38] C. Cuesta and M. Buuck. Run selection and data cleaning of ds3 (m1). Technical Report
M-TECHDOCUNIDOC-2017-008, Majorana Technical Report, 2017.

[39] DES Collaboration, T. M. C. Abbott, F. B. Abdalla, A. Alarcon, J. Aleksić, S. Allam,
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Appendix A

BACKGROUND-SUBTRACTED EFFICIENCY

A.1 Calculating Efficiency

The alpha rejection efficiency of the DCR cut is evaluated using information from both a

sideband and a source-free data set to estimate the background in the signal peak region.

This method allows for both a non-flat background spectrum and for a varying background

level over the course of the measurements. Both of these corrections are used to account for

the presence of muon background events in the alpha peak regions.

The energy regions used in the calculation are depicted in Fig. A.1. The signal region

S, determined using the Gaussian fit to the alpha energy peak, is taken to be a 5σ window

centered at the peak centroid. The background sideband region B is taken to be a 500 keV

window starting 5σ above the centroid of the alpha peak. Only a right-hand-side sideband

window is used, since outlier alpha events (see Sec. 5.2.3) contribute to the left-hand sideband.

The background spectrum energy windows C and D have identical energy ranges as S and

B, respectively. In each window, the event count with and without the DCR cut applied is

measured.

Of these eight measurements, only six are used to calculate the efficiency, since the DCR

acceptance rate of background events in regions B and D is irrelevant for the computation of

the background in the signal region. Using the labels for the regions, and indicating counts

without the DCR cut applied with the subscript u and those with the cut applied with the

subscript c, the DCR alpha acceptance rate is given by:

εA =
Sc − BuCc

Du

Su − BuCu
Du

= f(Sc, Cc, Su, Cu, Bu, Du) (A.1)

where the A indicates the “true,” background-subtracted, alpha events. The measurements
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Figure A.1: An example of the energy regions used to calculate the alpha rejection efficiency.

The spectrum with the alpha source incident on the detector surface (left) is used to define

the location and width of the signal region S and the location of the sideband window B. The

same energy regions in the background spectrum (right), C and D, are used to determine

the underlying background spectrum shape.

in different regions are independent of one another, and given the low statistics, they are

assumed to be Poisson-distributed.

A.2 Uncertainty of Efficiency

The uncertainty of a generic non-linear function is found by Taylor expanding it to first

order:

f(x1, x2, ..., xn) ≈ f 0 +
n∑
i

∂f

∂xi
xi

where the sum is over all independent variables, and ∂f
∂xi

is the partial derivative of f ,

evaluated at the mean value of all measured xi. Since f 0 is constant, it does not contribute

to the uncertainty, and the variance is:

σ2
f =

n∑
i

∂f

∂xi

2

σ2
i +

n∑
i

n∑
j(j 6=i)

∂f

∂xi

∂f

∂xj
Cov.(xi, xj) (A.2)
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This derivation assumes that the relative uncertainties of the measurements σi/xi are small,

a safe assumption in this case. The numbers of counts in each measurement window are

Poisson-distributed variables, so σi =
√
xi.

The covariance between measurements in difference regions is 0, since these measurements

are independent. The covariance between Su and Sc, or between Cu and Cc, on the other

hand, is non-zero and must be calculated.

The counts in a given region with and without the DCR cut applied are binomial-

distributed. Therefore, in region S, for example, where ε = Sc
Su

,

σ2
ε =

ε(1− ε)
N

=
Sc(Su − Sc)

S3
u

.

Again using the linearized propagation of uncertainty formula,

σ2
ε =

∂ε

∂Sc

2

σ2
Sc +

∂ε

∂Su

2

σ2
Su + 2

∂ε

∂Sc

∂ε

∂Su
Cov.(Sc, Su)

and substituting the appropriate expressions

Sc(Su − Sc)
S3
u

=
Sc
S2
u

+
S2
c

S3
u

− 2
Sc
S3
u

Cov.(Sc, Su)

allows us to solve for the covariance:

Cov.(Sc, Su) = Sc

The same holds in region C.

Substituting Eqn. A.1 in Eqn. A.2 and writing only non-zero terms,

σ2
ε =

∂ε

∂Sc

2

σ2
Sc +

∂ε

∂Su

2

σ2
Su + 2

∂ε

∂Sc

∂ε

∂Su
Cov.(Sc, Su)

+
∂ε

∂Cc

2

σ2
Cc +

∂ε

∂Cu

2

σ2
Cu + 2

∂ε

∂Cc

∂ε

∂Cu
Cov.(Cc, Cu)

+
∂ε

∂Bu

2

σ2
Bu +

∂ε

∂Du

2

σ2
Du

(A.3)
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where ε = εA. Substituting the partial derivatives, Poisson uncertainties, and expressions for

the covariances found above, results, after some manipulation, in the expression:

σ2
ε =

1

A2
u

[(
Sc +

Bu

Du

2

Cc

)
(1− 2ε)

+

(
Su +

Bu

Du

2

Cu

)
ε2

+
Bu

D2
u

(
1 +

Bu

Du

)
(εCu − Cc)2

] (A.4)

where Au = Su − BuCu
Du

and ε = εA is as given in Eqn. A.1.
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