(©Copyright 2019

Yelena Bagdasarova



A measurement of the e-r, angular correlation coefficient in the
decay of He

Yelena Bagdasarova

A dissertation
submitted in partial fulfillment of the
requirements for the degree of

Doctor of Philosophy

University of Washington

2019

Reading Committee:
Alejandro Garcia, Chair
Peter Miiller
Peter Kammel

Jason Detwiler

Program Authorized to Offer Degree:
Physics



University of Washington

Abstract

A measurement of the e-77, angular correlation coefficient in the decay of *He
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Physics

A measurement of the beta-neutrino angular correlation coefficient ag, in the pure Gamow-
Teller 3~ decay of ®He has been performed to the level of 2.2% in order to search for exotic
tensor-type interaction terms in the electro-weak sector of the Standard Model. The experi-
ment involves the production and trapping of He in a magneto-optical trap and measurement
of the SLi* recoil ion time-of-flight spectrum in coincidence with the 3 using a scintillator, a
multi-wire proportional chamber, and microchannel plate detectors. The analysis of the data
and systematic uncertainties is conducted using a Monte-Carlo simulation. This dissertation
describes the developments and calibrations for the electric field, the chamber and trap ge-
ometries, and the detector timing systems of this experiment, along with the development
of the ion tracking module and electromagnetic field map solutions used in the Monte-Carlo

simulation. The measurement of ag, is based on data acquired with the setup in June 2017.
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Chapter 1

THEORY AND MOTIVATIONS
1.1 Introduction

The Standard Model (SM) of elementary particles is the best-working physics model of ele-
mentary particles and the fundamental force interactions between them. Despite its success,
it is not a complete theory of the universe and fails to account for gravity, lack of anti-matter
and overabundance of matter in the universe, the observed mass of the neutrino via neutrino
oscillations, and the estimated 95% of the universe that, as far as is known, interacts with
matter via the gravitational force only (dark matter and dark energy). Theoretical exten-
sions to the SM are proposed to explain some of these phenomena. In the mathematical
framework in which the SM is defined, these extensions manifest as “exotic” interaction
terms that do not exist in the SM.

In the electro-weak sector of the SM (which governs the fundamental interactions of
[-decay), these exotic interaction channels can be included by opening up the model to
all possible interaction channels and, using reasonable approximations, reformulating the
physical observables in terms of both SM and non-SM contributions. The relative strength
of the non-SM interaction is then constrained by the values of the observables measured via
experiments, where a significant deviation in a measured observable from the SM prediction
indicates Beyond Standard Model Physics (BSMP).

Low-energy precision experiments in beta decay are well-suited to probe the universe
for the non-SM interactions, since observables in this regime are readily calculated to high
accuracy via perturbation theory. The measured observables in these types of experiments
are nuclear decay lifetimes, Ft values, and correlations between the kinematic variables of

the outgoing particles in the differential decay rate of Equation (independent of the



phase space). These experiments have already limited the size of the exotic interactions to

be very small, but due to finite accuracy and precision, have not ruled them out completely.

The He experiment is one such experiment seeking to further constrain exotic “tensor-
type” interactions (Section by measuring the angular correlation coefficient ag, (a) in
Equation [1.10, This parameter characterizes the asymmetry in the distribution of angles
between the beta and anti-neutrino cos g, known as the angular correlation in beta decay.
Section 1.4 of [31] and Section 1.5 of [54] provide nice summaries of notable angular corre-
lation measurements performed to date. Among the earliest is the measurement performed
by Johnson et al at Oak Ridge in 1963[35], where a was measured to 0.9% via the recoil ion
energy spectrum in ®He beta decay. One of the first successful determinations of a from a
neutral atom trap (a magneto-optical trap) was by the TRINAT collaboration at TRIUMF
in 2005 [19], where a was measured to 1.3% in the decay of *™K. This was done by measur-
ing the time-of-flight (TOF) of the 3¥Ar recoil ions in coincidence with the emitted positrons
and fitting it with a Monte-Carlo simulation. Similarly, in 2011, the LPCTrap collaboration
in GANIL, France measured a to 2.2% in ®He ions confined in a Paul trap by measuring the
TOF spectrum of the recoiling ®Li*T ions[I1]. All of these measurements agreed with the

SM value and gave no indication of tensor currents.

The selection of SHe beta decay for the correlation experiments listed above is not arbi-
trary. SHe is a light nucleus which decays to the ground state of 6Li with ~ 100% branching
ratio. Of the 3.5 MeV of energy released in the decay, up to 1.4 keV is transferred to the
recoil ion, making it a viable candidate for a TOF measurement. In addition, the lifetime
of He-6 (807 ms) and its atomic structure make it trappable using a magento-optical trap
(MOT). For recent recoil ion TOF measurements from trapped decays, listed in Table 1.3 of
[31], the accuracy of the measurements is limited by the confinement of the atoms. In con-
trast to ion traps, MOTSs lead to better trap localization, cooling atoms to sub mK levels and
confining them to clouds of only a few hundred um in size. Finally, from a theory standpoint,
the differential decay rate of He is relatively easy to calculate to the accuracy needed for a

0.1% measurement of a. As will be described in , it undergoes a pure Gamow-Teller decay



through only one SM interaction channel (the axial vector current) and potentially only one
exotic channel (the tensor current). All of these properties make *He an ideal candidate for
the tensor current search via an angular correlation precision measurement, particularly via
a measurement of the recoil ion TOF from decays confined within a MOT.

Construction of the He experiment began in 2009 at the Center for Experimental Nuclear
Physics and Astrophysics (CENPA) at the University of Washington with the intent of
measuring a in ’He -decay to initially 1% and ultimately to 0.1% in order to significantly
affect the limits on the tensor couplings shown in Figure [[.3] At that time, the translation
of limits set at the high energy regime (LHC) to the low energy regime were less firm than
they are today [22], which made the °He experiment a promising competitor in the search
for tensor currents. The experiment involved development of a "Li target to use on site
for SHe production, a trapping setup using two MOTs, and a detector setup involving a
microchannel plate detector (MCP), a scintillator-PMT detector, a multi-wire proportional
chamber (MWPC), and a strong electric field for a triple-coincidence measurement of the
recoil ion TOF wrt to the detected beta particle. Section [1.6| presents the basic concept of
the experiment and how the detected quantities in the experiment are related to the angular
correlation cosg, while a more detailed overveiw of the experimental setup is given in Chapter
2

In 2016, developments of the experiment culminated in a measurement of a to 2% statis-
tical uncertainty with a 7% deviation from the SM value [31], prompting a more thorough
investigation of the systematic uncertainties. Since then, another data set was acquired in
June 2017 at the 2% statistical level and is analyzed in this work. While unforeseen compli-
cations with the experiment did not make it possible to attain the measurement of a to 1%
level as theorized, the work performed here is offered to be used as a guide for anyone trying
to accomplish similar types of measurements.

The scope of this dissertation focuses on the development of the electric field systems
(Chapter [3) and ion tracking simulation (Chapter {4)), along with a set of calibrations to

constrain the most critical systematic uncertainties for the experiment. The calibration



methods discussed in this dissertation include the determination of the electrode array ge-
ometry for proper modeling of the electric field (Section , calibration of the MOT position
via direct and indirect imaging (Section , calibration of the electrode array high voltage
system (Chapter [3]), and calibration of the detector timing for an absolute TOF measurement
(Chapter [7). The MC simulation studies of the propagation of error in a due to systematic
uncertainties in the experimental parameters along with the final analysis on the June 2017
data is presented in Chapter 8|

In this chapter, the effective theory for the non-SM interactions is presented in the frame-
work of Quantum Field Theory, and a partial derivation of the differential decay rate and
the correlation parameters is outlined. The relations between the correlation parameters
(physical observables) and the non-SM interaction terms are discussed in the context of the
present-day limits, and the motivation for the 1% measurement of the (-v correlation in
the B-decay of %He is given. In Section , the basic premise of the He experiment is
given and how the measured experimental quantities relate to the angular correlation cosg,

is explained.

1.2 Theory

1.2.1 The Standard Model

According to the SM, the basis of all matter (and anti-matter) is a set of 12 fundamental
spin 1/2 particles (fermions) and their corresponding antiparticles: 6 flavors of quarks and
6 flavors of leptons, distinguishable from each other by quantum properties (such as electro-
magnetic charge, spin, isospin, etc.) and unique mass. The interactions between the fermions
are divided into two types in the SM: strong and electro-weak, based on what properties are
exchanged between the interacting particles. These interactions are mediated by four spin 1
particles (gauge bosons), which have different charge(s) and mass(es). The mediating parti-
cles are often called “carriers”, as they carry quantum charges from one fermion to another,

and in doing so, transform one particle state into a different particle state.
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Figure 1.1: Feynman diagram of neutron 5~ decay by Joel Holdsworth.

Fermions form bound systems of matter, such as the proton and neutron, consisting of
three up and down quarks, and these systems can form larger systems of nuclei and atomic
structure together with bound (charged) leptons, primarily electrons. These subsystems
interact and undergo transformations from one state to another via the strong or electro-
weak force at the fundamental level.

In the context of the Standard Model (SM) of elementary particles, S-decay is a spon-
taneous transformation of a down quark to an up quark by an emission of a W~ boson,
which quickly decays into an electron and anti-neutrino. Figure [1.1] shows a Feynman dia-
gram representation of the fundamental process. The mathematical framework for the SM

is Quantum Field Theory.

1.2.2  General Hamiltonian for B-decay and non-SM interactions

According to Fermi’s golden rule, the decay probability I' from an initial particle state i to

a final state f goes like

F:/|Mif|2 dpPS® (1.1)

kinematic

dynamics constraints



where M;; = [{(f|Hin|i)d®z is known as the matrix element and dPS® is the available
kinematic phase space in terms of the momenta and energies of the incoming and outgoing
particles. The matrix element contains the dynamic, model-dependent information about
the decay that is encoded in the permitted interaction terms of the effective weak interaction

Hamiltonian H;,;.

The most general form of the interaction Hamiltonian can be expressed as
Hipp =Y Ci (h,0") ($0h,) + h.c. (1.2)

where the Dirac spinor field operators, 1 and 1) can be thought of the annihilation and
creation field operators that take one particle state to another, in this case from a neutron
to a proton, and from a neutrino to an electron. The operators O; are a set of 4 x 4
matrices, known as the gamma matrices, which map 1 to 1. Explicitly, they are O; =

LY Y WYy o/ V2, where, in the Weyl basis, the gamma matrices are defined as

7= = Y= (1.3)

N5 = jryln2A340

Uul//\/§ = - (’Yu% — %/7#) /(2\/§)

and o; are the Pauli spin matrices.

These mappings or bilinear covariants ¢O;1) transform independently under Lorentz

boosts and space inversion (Parity) transformations and are termed according to their trans-



formation properties:

ey Scalar
Yy°Y Pseudoscalar
&’yuw Vector
Q/ji’yu’75@/) Axial Vector
¥ T " Tensor

V2

Any mapping between two dirac spinors can be deconstructed into a combination of these
five mappings.

The most general form of the weak Hamiltonian is then a sum of these five weak interac-
tions, as is expressed in Equation [I.2] where the complex coefficients C; specify the strength
of the scalar, pseudoscalar, vector, axial vector, or tensor component. The quantity zﬁpOi@Dn
is known as the hadronic current while the quantity ¢.0;1, is the leptonic current.

Without loss of generality, Equation |1.2| can be written as

Hie = > Ci ($,0'%) (00ah) = > C (1h,0'n) (¥er’Oithy)

i=S,P,V,A,T i=S,P,V,A,T

and rewritten in terms of the left and right chiral components of ¢ = ¥’ + ¢:

HYY = 3" (0,0%,) ((Ci + C)) pEOpE+ (C; — ) pEol) (1.4)
i=V,A

S = 37 @,01,) ((Ci+ C) $FOE+ (Ci — C) $EOWE) (1.5)
i=S,T,P

using the left and right projection operators:

1F9°
Prryb = ( 5 >¢ = /R Y’ Py = FPur)

In this form, it is easy to see that the vector and axial vector currents couple only like-handed

states while the scalar, tensor, and pseudoscalar currents couple oppositely-handed states. It



is important to note that the fermion chiral states are not solutions to the Dirac equations,
and that chirality is not an invariant of the free Hamiltonian (meaning it is not invariant
under Lorentz boosts) except for the case of massless particles. Rather, the reformulation
makes obvious the distinction of the SM currents from the exotic terms by highlighting the
terms belonging to the SU(2), x U(1) symmetry group of the GWS model (electroweak
unification) under the SM (see [2I] Chapter 10.7).

That is, under the SM the coupling constants of the general Hamiltonian are as follows:
o Cg=C4=Cr=Cp=Cp=Cp=0 (and are termed exotic or non-SM interactions)
e C;=C! (for i =V, A) (maximum parity violation, only left-handed states couple)

e All C; are real

Using the properties of the gamma matrices, the vector and axial vector terms of Equation
can be separately rewritten in terms of the the original spinors ¢ and 1) to recover the
maximally parity violating V-A form of the weak current in the SM. That is:

HY = 20y (97" 40) (D7 E ) + 204 (67" 70 (DF i, 00F) (1.6)
= [Cv (Y7 n) — ICAWY" Y ) [the Yu(1 = 7°) ] (1.7)
V—-A

Assuming Cy # C4, the form above highlights the distinction between the leptonic and
hadronic currents in the SM Hamiltonian. While the leptonic currents are a pure (V-A)
form, it cannot be assumed that the vector and axial vector hadronic currents conserve weak
charge. This is because the W boson couples quarks confined within the neutron or proton
(as opposed to bare quarks) and the final and initial states of the gluons involves the strong
interaction. The axial vector form factor g4, where C4y o< gy, has been experimentally
measured in various [ decay processes to be 1.2723 4+ 23. Recently lattice QCD calculations
have been successful in determining g4 to ~ 3% and to this level in agreement with the

experimental value[d]. To first order in the mass difference between the up and down quark



squared, the vector form factor gy is consistent with unity[10]. The fact that the vector weak
charge is not modified by the strong interactions is known as the Conserved Vector Current
(CVC) hypothesis.

To relate the C; coefficients above to the physical correlations in the differential g decay
rate for He, the leading order matrix element for each hadronic interaction term must be

calculated and is done so in the following section.

1.2.8  Matriz elements and the correlation parameters in *He 3 decay

To calculate the matrix element M,y = [(f|H;n|i)d’x, the MeV scale lepton fields are
approximated as constant over the extent of the nucleus since their wavelengths are much
larger than the size of the nucleus. The spatial integrals over the nuclear elements are
considered in the non-relativistic limit, where O(v/c) terms are neglected since the momenta
of the nucleons are small compared to their masses. This is demonstrated in [32]. Here we

simply quote the non-vanishing leading order matrix elements for the nuclear currents as

ol (f1¥p(2)Ov,5n (= = 2/ M; M, Mp for 1 =0 (1.8)
O(ii/lcl)lﬁ\o (fltp(2)On 19 (z = 2v/M; M, M}, for p=1,2,3 (1.9)

where My and Mgy are known as the Fermi and Gamow-Teller matrix elements respectively,
and M; and M, are the masses of the initial and final nuclei. Decays which involve purely
vector (or scalar) nuclear currents are likewise termed Fermi decays and those which involve
purely axial vector (or tensor) currents are termed Gamow-Teller decays. Of course, there
are decays, such as neutron [-decay, for which both channels are present.

For Fermi decays, AJ = 0, and the parent nucleus cannot undergo a spin flip transition
since in the non-relativistic approximation, the V and S operators do not contain the Pauli
spin operators (1 = 0) whereas the A and T operators of the Gamow-Teller decay do. For the
Gamow-Teller decay, the allowed nuclear transitions are AJ = 0, +1 except for J =0 — 0.

References [32] presents conservation of angular momentum and chirality-based arguments
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to relate spin-flip and non-spin flip nuclear transitions to the observed angular correlation
between the g and v in the decay rate. The differential decay rate is computed by contracting
the matrices in the decay amplitude M and computing the square |M|?. Taken from [34],

the resulting correlation terms in the decay rate are are as follows:

nuclear spin zero for He

N
jO
De - Py me Pe Pv
dl’ 1 b—= e (A== + B2 ) + .| dPS®)
O(f + aEeE; + . + 7 < Ee+ E9)+ S

e-v correlation  Fierz interference

(1.10)
where the e — v correlation coefficient a, the Fierz interference term b, and the normalization

coefficient £ are

1 !/ /
a€ = |5 (107" = [Ca* +C7* = |C4I") [ Mar|

—L(ICs|* = |Cv[* + |Cs[* = [CV ) | M| (1.11)

b¢ = £2[ (CrCa + CLCY) [Mar| + (CsCy + C4CY) [ Mp|] (1.12)

¢ = (ICr* +1Cal* + 1C7I* + |C4) [Mer|
+(ICs* + [Cv[* + |Cs[* + OV ) | MF| (1.13)

where the C; coefficients are assumed to be real (no time reversal violation). For ®He, the
nuclear spin J = 0, and so, as indicated in Equation the 8 and v asymmetry terms are

Zero.

An additional simplification for ®He is that ‘He is a pure Gamow-Teller decay, and so
Mp = 0. This means that the only SM interaction is the axial vector current, and the only
exotic interaction is the tensor current. For the SM case, where only left-handed neutrino
states couple (C; = C7), agy = —1/3, and bgy, = 0. Any significant departures from these

values would indicate non-zero values for Cp or C7.. Assuming only left-handed neutrinos,
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the deviations would go like

1 1(|Cr]* + |C7]?)
= —_ da ~ —
4sm =3 R ENTNE
- 5b= b+ T C1)
|Cal

Here, it is noted that b o< (Cr + C%) and is thus never sensitive to right-handed neutrinos.
1.3 The a prescription

It is common for experiments measuring the correlation parameters in Equation to
ignore the b parameter by treating it as zero, working under the assumption that its contri-
bution is small compared to the experimental uncertainty. A commonly adopted method to
reintroduce b into the analysis in order to take advantage of its linearity in C7 and C/. and

therefore stronger sensitivity is to reinterpret the obtained a as a:

a

a=——"7"m— (1.14)
1+b(%2)
where (g—;} is the average over the 3 energy spectrum. As discussed in [I7], this relationship

is easy to derive when working with the decay rate formulated in terms of Eg and cos 03, as in
Equation , when the correlation term can be factorized into separate functions of £ and
cos 03,. However, in practice, as the neutrino cannot be measured directly, most correlation
experiments measure the recoil momentum via time-of-flight or some other quantity. Thus,
the decay rate expression used for the extraction of a is reformulated in terms of the measured
quantities which may now be mixed in Egz and cosfl,. For these cases, care must be taken
to verify whether Equation still holds directly or in some modified capacity, as prefaced
in [17].

In the %He experiment (this work), the angular correlation parameter a is obtained by
measuring the time-of-flight (TOF) of the recoil ion (°Li) in coincidence with the 3 particle,
along with the (§ particle energy. The kinematics governing the measured spectrum and

the form of the fit function used to extract a are detailed in Chapter [§ When the fitted
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TOF spectrum has been integrated over the g energy, MC simulations have shown that
Equation [I.14] no longer holds. To preserve the sensitivity to b via Equation [I.14] the TOF
must instead be fit at fixed 8 energies, such that a set of correlation measurements a(Ejp)
is obtained, where Ej3 corresponds to the average energy of the data in a narrow energy
window. This is shown in Section [8.2.1]

The a prescription has been used when incorporating previous measurements of corre-
lation parameters in nuclear decays into the global fits of the C; and C! coefficients. For
Gamow-Teller decays, since b is linear in the coupling coefficients while a is only quadratic
in them, a holds much more power to constrain the coefficients than a provided that the
measured @ is actually sensitive to b as dictated by Equation [1.14] This is the prescription

used in some of the exclusion limit plots referenced in the next section.
1.4 Experimental limits on tensor currents

The limits on non-zero tensor terms have been set by numerous past and recent (-decay
precision experiments. Figure shows the confidence levels for the values of Cp + C7. and
Cr — O evaluated for a select set of correlation and neutron lifetime measurements. The
contours labeled as nucl. 1 are the 95% contours calculated in [52] by constructing a general
(normalized) 2D x? probability oc e X2, where the Cp + C4 and Cp — Cl is scanned while
the remaining coupling constants C4, Cg, and Cf are allowed to vary in order to minimize
the x2. To compute the y?2, the nuclear correlation coefficients and the neutron lifetimes
are evaluated as a function of the coupling constants according to [34] and compared to the
experimentally measured values. The tight asymmetric constraints on Cr + C. are imposed
by neutron decay experiments, while the Cr — C/. constraints are led by the 1% measurement
of a (using the a prescription) in °He conducted by Johnson et al. at Oakridge in 1963[35].
The limits set by pion decays are calculated in [52] from [6].

The contours labeled as nucl. 2 are taken directly from the 95% confidence interval
for Cr/C4 in [18] (Figure [L.2)), where a y? minimization is performed in a similar fashion
but assuming only left-handed neutrinos (C; = C!, Cp/Cy = (Cr + CL)/(Ca + C%)). The
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data used for this fit includes Ft values from superallowed transitions, neutron lifetime
measurements, the asymmetry parameter A, in neutron decay, and A\ap = (A4, — B,)/ (A, +
B,,) listed in Tables 4 and 5 of [I§]. Inclusion of correlations measurements from neutron
and nuclear decays reduces the statistical uncertainty on Cr/C4 by at most 10%, where in
this instance, the X prescription (same as Equation but for X = A, B, a, etc.) is
applied with discretion to the correlation data measured via differential decay rates. Using
this analysis, Reference [18] computes the benchmark uncertainties for new measurements of
a, b, and a in pure Gamow-Teller decays necessary to improve the current limits on tensor
couplings to be 1.1 x 1073, 3.9 x 1073 and 1.2 x 107?, respectively. The red regions in Figure
are the 95% confidence contours set in Cp + C}. and Cr — C% by a single hypothetical
measurement of @ or b performed in ®He at the 1072 level.

The limits from the Large Hadron Collider (LHC) experiments are shown in black [22].
These are clearly the tightest constraints on tensor currents at present. At the time the He
experiment was commissioned (2009), the translation of limits set at the high energy regime
to the low energy regime were less firm than they are today (2019), which thus motivated

the 1072 measurement of @ in He.

1.5 Differential decay rate for He

The %He experiment relies on a detailed Monte-Carlo (MC) simulation to extract a from the
measured TOF spectrum, which includes accurate simulation of the ®He decay spectrum.
The decay events in the simulation are generated from the ®He 3 decay spectrum using
the rejection-sampling method. For each generated event, the energy of the electron FE.
and the directions of the electron p. and the anti-neutrino p, are randomly sampled from
uniform distributions (E, ranges from 0 to the endpoint energy Ey, and p, and p, are typically
sampled from a 47 solid angle). For each set of samples, the decay probability W (E,, 2, (2,)

is computed and is used as the keep/reject threshold for a random number sampled from
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CAC, 107

Cy/Cy [107]

Figure 1.2: 1o, 20 and 30 confidence contours of Cp/C4 from global fits including Ft values
from superallowed transitions, neutron lifetime measurements, the asymmetry parameter A,
in neutron decay, and Aap = (A, — B,)/(A, + B,) listed in Tables 4 and 5 of [18]. Fit
assumes only left-handed neutrinos (C; = Cj, Cp/Cy = (Cr+C%.)/(Ca+C")). Figure from

[18].
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Figure 1.3: Confidence contours for global fits of (Cr+C7.)/C4 and (Cr — C) /C4 evaluated

using select data for nuclear decays, neutron decays, and pion decays. Nucl. 1 is the 95%
confidence contour from [52], where both right and left handed neutrinos are permitted for
the exotic couplings. Nucl. 2 is the 95% confidence contour from [I8], where only left-
handed neutrinos are considered for all coupling types. Pion is the 90% confidence contour
from pion decays. In black is the 90% confidence contour from the LHC [22]. In red are
the projected 95% confidence limits that would be set by a new measurement of @ or b to a

relative uncertainty of 1073,
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0 to Wiae: W(E,,Q, ) is computed from the matrix element probability |M|? and the

3-body decay phase space:

W(E Q0 Q) = — (M) BB e (1.15)
et ) T B d0.dQ, (2m)°16M; E, + E, + |pe| cos 0, '

where the energy of the neutrino F, is constrained by conservation of energy-momentum to

be
M? — (M; — E.)* + |p.|?

El/ Eeae v) — = 1.16
(Be:030) = 305y = 0, = [y cos % (1.16)
and likewise the energy of the recoil ion E, is then
E, = /M2 + (p. +p,)? = M, (1.17)
M; and M, are the initial and final nuclear masses respectively.
The zeroth order decay probability corresponding to the tree level diagram is
My = (|M?) = 16G3, M E, E.£ (1 + b% + a% cos eﬁy) (1.18)

where Gy is the effective vector coupling constant proportional to the Fermi constant Gr =
g (Ag/’[—lév)? = 1.166 x 107°/GeV? and the Cabibbo-Kobayashi-Maskawa (CKM) mixing term
VOEM — (0.97420 & 0.00021[25], and ¢ is defined in Equation in terms of the coupling
coefficients C;.

Several higher order corrections are applied to the decay rate above to account for
Coulomb interactions, recoil effects, and radiative effects. To correct for the Coulomb in-
teraction between the outgoing [ and the electromagnetic field of the recoil ion nucleus to

order « (the fine structure constant), the decay rate is typically multiplied by the general

Fermi function:

214+ 8) . s s |
P2, E) = 2155 051025 2mr (S 4 in)? (119)

T(1+ 25)
S=v1—-a22? n=aZE./|p.| (1.20)

where Z is the atomic number of the final nucleus, « is the fine structure constant, p is the

radius of the nucleus, and the (+) and (-) terms are used for 5~ and 8" terms respectively.



17

e e e Y e e
~
n Ve N1 Ve M Ve n Ve 1 Ve
P P V4 P P

Figure 1.4: Feynman diagrams of order-a radiative corrections to the tree level interaction.
First three diagrams are virtual photon corrections while last two are real photon corrections.
The real photon corrections are separated into soft and hard bremsstrahlung contributions

as described in the text. Figure from [26]

For the MC simulation, a simplified approximation is used (Equation 6 of [50], originally
derived by Nilsson in [40]).

Figure show the Feynman diagrams of order « radiative corrections applied to the
decay. The first three diagrams correspond to the emission and annihilation of a virtual
photon, while the last two diagrams correspond to the emission of a real photon and are
termed inner-bremsstrahlung corrections. In the limit of low photon energy, the contributions
from the inner-bremsstrahlung corrections to the matrix element diverge due to the zero mass
of the photon. However, this infrared divergence is also present in the order-a virtual loop
corrections but with opposite sign, such that the addition of the virtual and real radiative
corrections cancels the infrared divergence[36]. Typically the real photon corrections are
separated into two parts: (1) very low energy photons that are not distinguishable from /3
particles in the experiment which are useful for the infrared divergence cancellation (termed
soft photons) and (2) photons above these energies which in principal are detectable (hard
photons).

The virtual and soft bremsstrahlung corrections of order o are added and applied ac-

cording to the prescription in [15], where the matrix element probability is modified by the
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expression
My — My(1+ zys) + M (1.21)
2ys = % {gln (ZZ) +2 (% - 1) In (fn_i) + %(1 —N)+ %L (%) — g} (1.22)
1 (148
M= —%16G%/Mi2§EZ,EeN (1 _552> (1.24)

where L(z) the Spence function defined as

L@ﬁzéiﬁg%:ﬂ (1.25)

B = |pe|/E., and w is the soft photon energy cut off, chosen to be at 1 eV.

The hard photon bremsstrahlung events are generated according to Gliick’s rejection-
sampling prescription in Section 5 of [I5], where the decay probability for a hard bremsstrahlung
event (|[M|?) = Mpg is computed according to Equations (4.4-4.8) and the phase space fac-
tor is computed according to Equations 5.14 and 5.3 in [I5]. (Recoil effects and Coloumb
interactions are not included for this computation). Whether or not an event is a hard
bremsstrahlung event is chosen randomly according to the ratio of hard bremsstrahlung
events to the total events of 2.955.

Recoil terms O(E,/M,) are also included. These are based on Holstein’s general calcula-
tions for 5 decays in [28] and modify the parenthetical expression in Equationcontaining
the correlation terms. For Gamow-Teller decays and assuming a massless neutrino, the cor-

rection of O(FE,/M,) reduces to:
me - |pel
W(Ee, Qe, Quu) (1 + bfe +a E cos 95,,) —

- N
(fl(Ee> pple 4 fa(Ey) %' cos g, + f3(E.) (|§e|) (cos2 05, — %))

(1.26)
where f1(E.), fo(E.), and f3(E.) are Equations (1-3) in Calaprice [7] and depend on the

nuclear form factors ¢, b and d corresponding to the Gamow-Teller, the weak magnetism,
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and the tensor form factors respectively. These are calculated by Caliprice for the ®He—°Li
transition to be 2.75, 69, and 2.4 respectively. The general angular correlation coefficient a
replaces the constant term —1/3 in Calaprice’s expression for fo(E,). In this form, the a pa-
rameter is made independent of the recoil-order correction terms in the simulated spectrum.

The final form of the differential decay rate used for the rejection-sampling algorithm of

the MC simulation is

E.E2\/E? —m2
W(Ee,Qe,Ql,):F(—i—Z%,Ee){ vV Be e }

E, + B, + [p|cos 0z,

- 2
X {(1 + 2v5) (fl(Ee) + b%: + (a+ fo(E.) lgee' cos 0, + f3(Ee) ( ZZ > <cos2 05, — %))

where

fa(Ee) = fa(Ee) —a (1.28)

and the rest of the constant multiplicative factors are absorbed into the normalization.
Section 5.3.1 of [31] is an independent verification of the decay rates and corrections and
agrees with what is listed above. Many of the referenced expressions not explicitly given

here are listed there in complete form.

1.6 Basic description of measurement

The production and laser cooling and trapping of He atoms is described in Chapter . In
the He experiment, the angular correlation parameter a is obtained by measuring the time-
of-flight (TOF) of the recoil ion (°Li) in coincidence with the 3~ particle, along with the /3
particle energy. Figure shows a cross-section view of the second MOT /detection chamber
used in this setup, highlighting the detector system components. The atoms are confined to
a sub-mm cloud at the center of this chamber. The detector system for detecting the f sits
at the top and consists of a multi-wire proportional chamber (MWPC) and a scintillator-
photomultiplier tube assembly which measures the entrance position and deposited energy

of the 8 respectively. A strong uniform electric field accelerates the °Li recoil ions to a
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position-sensitive micro-channel plate (MCP) detector located below the trap. Using the
PMT trigger on the /5 as the start and the MCP trigger as the stop, the time of flight (TOF)
of the recoil ion in coincidence with the [ is measured. The ion TOF, measured position on
the MCP (MCP position), known electric field and decay position (MOT position) allow for
the reconstruction of the ion momentum, while the MWPC entrance position, MOT position,
and measurement of the § energy in the scintillator constrain the f momentum. In principle,
the full kinematics (all 9 momentum components) of the decay and the angular correlation
can be reconstructed from the measured quantities. However, in practice, the reconstruction
is susceptible to systematic uncertainties from [ energy loss processes and ambiguities in
separating the two charge states at low beta energies. Instead, the TOF spectrum is fit

directly using a fit function constructed by the MC simulation, as outlined in Chapter [§

Scintillator (Eg)
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e
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Figure 1.5: Cut out view of the MOT2 detection chamber.



21

The relationship between the recoil ion TOF, the total relativistic 8 energy Ej3, and the
angular correlation cos g, is illustrated with a simple version of the MC simulation. In this
version, events are simulated according to the prescription in Section [1.5| where the s are
emitted into the approximate solid angle subtended by the  detector acceptance window
(~ 15°). For the ions, the TOF and MCP hit radius are analytically calculated using a
uniform electric field of —1.55 kV/cm and a fixed MOT-MCP distance of 9 cm, where only
the first charge state of SLi is simulated. Events whose ions land beyond the MCP radius (37
mm) or with 8 energies less than 500 keV + m, are excluded to mirror the fiducial cuts of
the experiment. Otherwise the detectors are assumed to be perfectly efficient and accurate.

Figures and show the histogrammed Ejg vs TOF spectra for the cases of a =
—0.95 and a = 40.95 respectively. The dynamics (a) vs the kinematics (phase space) can
be separated in these spectra by considering the similarities and differences between them.
The triangle bounds of the 2D spectra in 3 energy and ion TOF is kinematically imposed
by energy-momentum conservation. The distribution of events in § energy are determined
by the phase space and are largely independent of the angular correlation. The distribution
of events in ion TOF, on the other hand, is visibly sensitive to the angular correlation.
This is clearly seen in Figures and which compare the TOF and 3 energy spectra
respectively for the cases of a = —0.95 and a = +0.95.

The reconstruction of the angular correlation |pj|/Eg cos 63, from the 5 energy and TOF
is straightforward when considering the following approximations and guides in the interpre-
tation of the spectra. First, consider that the [ is nearly aligned with the vertical axis so
that p ~ |p5|. Second, the field is uniform such that the initial ion momentum in z, pZ, can
be calculated from the TOF by solving a simple equation of motion. Third, the neutrino
momentum p, ~ Ey — Eg, where Ej is the endpoint energy of the 3. These approximations

make the relation between the measured quantities more obvious:

TOF « —p; = pj +p, = pg + p,cos b, = \/E5 —m? + (Ey — Ep) cos b, (1.29)
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Figure 1.6: Eg vs TOF spectra for (a) a = —0.95 and (b) a = +0.95 simulated using a toy

version of the MC simulation (no energy loss, uniform field, etc.) described in Section [1.6]

(c) and (d) show the partially linear relationship between cos 63, and TOF for a given Ej.

The vacancy of events for the mid-TOF and Ez < 1.2 keV ranges are due to the finite radius

of the MCP.
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Figure 1.7: Simulated (a) TOF spectra and (b) 8 energy spectra for a = —0.95 and a =
+0.95.

where p? is approximated to be mostly linear with the TOF. This is demonstrated for the
simple MC simulation in Figures and Note that the relationship shown in these
two figures and Equation [1.29]is merely a kinematic constraint and occurs independent of a
while the distribution of events in TOF depends on a.

Ej is also correlated with the MCP radius. Figure shows the MCP radial distributions
for various f energy windows. For each energy, the maximum radial position occurs at cos 3,
a little greater than zero. The distributions are peaked towards larger MCP radii as a result
of the phase space, akin to projecting the surface of a sphere onto the plane below. The
distributions aren’t sharply peaked but are rather spread due to the finite width of the g
energy intervals considered. From Figure[L.§]it can be seen that the MCP radial distribution
is less sensitive to a compared to the TOF distribution.

For the extraction of a performed in Chapter 8], the measured TOF spectrum is fit directly
using a pair of MC-simulated TOF spectra simulated with different values of a. The fits of
the TOF spectrum are performed at either fixed or integrated 3 energy. The MCP hit radius

and the MWPC f entrance position are not directly used in the fit but are used to assess
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Figure 1.8: Top: Radial distributions of recoil ion landing position on the MCP for various
energy windows for a = —0.95 (left) and a = +0.95 (right). Bottom: Distribution of cos 63,
vs MCP hit radius for the Ez = 1.7 MeV window.
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systematic uncertainties that are correlated with these quantities and to check the kinematic
agreement between simulation and data.

The accuracy of the extraction of a depends on the accurate modeling of the experiment
in the MC simulation. This dissertation focuses on the development and proper modeling of
the electric field system, the calibrations of the MOT position, the evaluation of the timing
response of the detectors, and the incorporation of each of these into the extraction of a.
The next chapter provides an overview of 5He production, laser cooling and trapping, and

the detection scheme.
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Chapter 2

OVERVIEW OF THE ‘HE EXPERIMENT
2.1 SHe production

SHe has a lifetime of 800 ms and is not naturally occurring. Its trapping efficiency is very low
(e ~ 1x1077), so a high yield of ®He precludes the use of MOTs for the 1% level measurement
of a. Approximately 10'° atoms/s of ®He is produced during runtime by bombarding a
molten lithium target (Figure with a 15 pA current of 18 MeV deuterons in the reaction
"Li(d,>He)%He. The deuteron beam is produced in the Van de Graaff tandem accelerator and
is steered into the production area and onto the lithium housed in the target assembly. The
lithium sits inside a stainless steel cup separated from the beam vacuum by a 7.5 pym tantalum
foil. To facilitate the production reaction and to allow the He atoms to diffuse out of the
target, the lithium is heated to 250° C, above its 180° C melting point. Resistive heating
is provided by a 120 V source to a copper block thermally coupled with the cup housing
the lithium. The heating is regulated with an OMEGA CN7500 PID temperature controller
which reads the temperature from a K-type thermocouple sensor coupled to the cup. The
copper block is passively cooled with compressed air at 10 psi. At 15 pA, the beam dumps
about 270 W of power onto the tantalum foil and lithium, becoming a significant source of
heating. Tantalum’s high melting point and high thermal conductivity transfers the heat to
the lithium and the rest of the assembly quickly, making it less likely to rupture. In case of
target failure, a spare target assembly can be interchanged with the present assembly, and
more lithium can be added to the cup through a port above it. However, the present target

assembly has withstood > 240 hours of > 10 pA since October 2015 at nominal production.

A stirring paddle is used to shift around the molten lithium with respect to the beam
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To transfer tube

Figure 2.1: Left: Front view of the He production target. Right: Side cut out diagram
of the lithium target. 1) Deuteron beam. 2) 7.5 pum tantalum foil. 3) Molten lithium. 4)
Automated stirring paddle. 5) Stainless steel cup. 6) Temperature-regulated copper block.
7) Atomic beamline. 8) Diffusion path for ®He.

in order to maximize production. The stirring assembly (shown in Figure is comprised
of a tantalum half-cylinder shaped stirring paddle that is moved vertically and azimuthally
through a magnetic transporter by two stepper motors remotely controlled by an Arduino
micro-controller. The stirring rod vertical and azimuthal positions are adjusted based on
feedback from production monitors situated in the experimental area. The He atoms diffuse
out from the target and through a 6” pipe into the neighboring experimental area, separated
from the high activity of the production area by 1.5 m of concrete. A 360 1/s turbomolcecular
pump (TMP) directs the ®He to either a counting volume for production monitoring or into
the rest of the experiment (Figure . The counting volume is a stainless steel pipe 5 cm
in diameter and 30 cm long with a 1 mil copper foil sealing off the end. Two scintillator-
PMT paddles are mounted against the copper foil end for He decay detection. The decay

detection efficiency was modeled using a GEANT4 simulation of the counting volume and
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Figure 2.2: Side view of the target assembly.

scintillators and the number of atoms in the counting volume for a given detection rate was
used to calculate the production rate. The peak production rate was then determined to be

10" atoms/s.
2.2 Cooling and trapping ‘He

The B—v angular correlation for the He experiment is determined from the kinematic recon-
struction of the decay based on the measured phase space of the detected 3 and °Li recoil in
coincidence. In addition to the measured final state parameters, such as the deposited energy
of the 3, detected position and time-of-flight (TOF) of the Li recoil ion, the reconstruction
depends on the knowledge of the initial decay position. For our scheme, we spatially confine
the He to sub-mm positions using magneto-optical traps (MOTSs) and other laser cooling
techniques performed in ultra-high vacuum. The stages of trapping include exciting helium

to its metastable state in a discharge, collimating and slowing the atoms with a transverse
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cooling stage and a Zeeman slower, trapping the atoms in the first MOT1 (see Figure ,
and then transferring them into the second MOT (MOT?2) for measurement of a. The effi-
ciency of each stage prior to MOT1 is characterized by the relative atom trap size achieved in
MOT1 obtained by measuring the fluorescence of the atoms with a photodiode. The method
for calculating the trapping efficiency of MOT1 is stated in Section 4.7 of [54]. More on the
rudiments of the laser trapping techniques used in this experiment can be found in [33]. The

6He experiment laser lock system is explained in partial detail in Section [6.4.1]
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Figure 2.3: Schematic of the He trapping stages up to MOT1.

2.2.1 RF discharge and transverse cooling

The first excited state of helium, the 235, state, is 20 eV above the ground state. Since a
continuous ultraviolet laser is not yet commercially available, we optical cycle on the 1083
nm transition from the 235, metastable state (lifetime of 7870 s) to the 23P; state instead.
The helium atoms are excited to the metastable state by way of electron-atom collisions

inside a xenon radio-frequency (RF) induced discharge. Atoms in the long-lived metastable
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state can be quenched down to the ground state through another collision with an atom or
wall. Thus, the efficiency of achieving metastable helium is extremely low (1 x 107°) and
depends on factors such as the xenon gas pressure, the driving frequency and power, vacuum
quality, and the throughput of helium through the discharge region.

Figure |2.4] shows the schematic of the ceramic discharge tube inside the RF resonator.
A 50 1/s TMP sits at the inlet to the discharge tube to increase throughput of helium into
the narrow tube entrance with xenon acting as a carrier gas. The resonator coil is driven by
a IFR 2023B signal generator at the second harmonic of the system (327 MHz), amplified
to 25 Watts. The discharge is ignited with sufficient flow of the xenon through the ceramic
tube, finely tuned with a leak valve at several mTorr of pressure. To make the subsequent
laser cooling stages more efficient, the discharge tube is cooled to 90 K, cooling the atoms in
turn. The discharge tube is coupled to a liquid nitrogen (LNy) reservoir with a copper cold

finger clamp. The cooling was shown to improve trapping efficiency by a factor of 4. The

Cold finger

LN2 reservoir |

Figure 2.4: Schematic of the discharge assembly.

outlet of the discharge tube enters the transverse cooling (TC) region, where the metastable

helium atoms are effectively collimated by laser beams propagating in the two transverse
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directions wrt the Zeeman slowing axis. For each transverse direction, a red-detuned 20
mm laser beam undergoes multiple reflections across the longitudinal TC region off of a pair
of oppositely facing 20 cm long mirrors. Without transverse cooling, few of the diverging
metastables make it down the 1.8 m distance to MOT1 without quenching on the walls. The
collimation technique improves trapping efficiency in MOT1 by a factor of 100.

Figure shows the vacuum system for the discharge, TC chamber, and connected vol-
umes. Residual helium and xenon atoms are pumped out of the TC region by the two TMPs.
In recircualation mode, TMP2 redirects non-metastable helium back into the discharge for
an additional pass, which can improve trapping efficiency for *He by a factor of 3. TMP3
directs of the remaining atoms to either a roughing line (normal operation) or directly into

MOT?2 for calibration purposes.
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Figure 2.5: Vacuum systems for the (a) discharge, TC region, (b) MOTSs, source transporter

volume, and connecting volumes.
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2.2.2  Zeeman slowing and MOTs

The capture velocity of MOT1 is 10 m/s while the forward-traveling metastables leaving
the TC region have velocities of 500 m/s. To slow the atoms, a zero-crossing Zeeman slower
is used, consisting of a circularly polarized slowing beam and a static, spatially varying
magnetic field along the 1.8 m slowing region. The magnetic field induces Zeeman splitting
in the helium that varies along the slowing axis to compensate for the Doppler shift arising
from the slowing. A 2D MOT sits at the zero-crossing to refocus the atoms onto the slowing
axis, increasing the trapping efficiency by a factor of 1.5. The Zeeman slower increases
trapping efficiency by > 10°. Four coil segments are used to generate the Zeeman slowing

field. At the end of the Zeeman slower, the atoms are captured in the MOT1 and then
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Figure 2.6: Cut-out view of the MOTSs along the transfer axis.

periodically transferred to MOT2 for detection with a push beam and a guide beam. Figure
2.6| shows a side view of the two MOTs with the cut plane along the transfer axis. The
transfer to a second MOT is meant to reduce the background from non-trapped decays and
residual gas that would otherwise contaminate the data. Each MOT consists of a pair of

counterpropogating, circularly polarized, red-detuned laser beams along each dimension and
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Figure 2.7: Cad model of MOT1 and MOT?2, showing the main anti-Helmholz coils for MOT2
along with the X, Y, and Z shim coils.

a quadrupole magnetic field to induce radially dependent Zeeman splitting in the atoms. The
combination of field shape (zero field at the trap center) and the opposite polarization of the
counterpropogating laser beams creates a radially-dependent inward-pointing radiative force
on the atoms, forming a sub-mm trap. The quadrupole field is generated by pair of anit-
Helmholz coils mounted outside of the chamber as shown in Figure The anti-Helmholtz
coils generate a field gradient of 10 Gauss/cm along the axis of the coils and 5 Gauss/cm in
the transverse plane. Three additional shim coils allow adjustment of the trap center in the

three dimensions by several mm for optimization. A list of the currents used to generate the

optimal fields for °He are listed in Appendix

Including metastable production, the overall trapping efficiency of produced He in MOT1
is 1077 with an observed trap size up to 10* atoms. Every 250 ms, trapped atoms in MOT1
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are pushed over to MOT2 by a 500 us push beam pulse. To start transfer the push beam
pulse is applied, the MOT1 laser is switched off, and a 2D optical dipole trap (guide beam)
is turned on to confine the atoms along the transfer axis according to the sequence in Figure
[6.24] The atoms move through a low conductance aperture in order to reduce the transfer
of nontrapped atoms and residual gas to MOT?2. The transfer efficiency is 10-20%.

The 3He and “He MOT properties (trap size, spatial profile, relative position) can be
determined and monitored by imaging the traps with a CCD camera for MOT1 and CMOS
camera for MOT2. The MOT2 imaging system is described in detail in Section [6.2]

2.2.3 Source holder and vacuum features

Figure [2.5b| shows the vacuum system for the two MOTs. The MOT1 chamber is pumped
on by a 250 1/s TMP (TMP5) and typically operates at pressures 1077 torr. The MOT?2
chamber is pumped on by a (getter pump) 250 1/s TMP (TMP6) backed by a 50 1/s TMP
(TMPT) to prevent back-streaming. The typical operating pressure of MOT2 is 107 torr.

Additional features of the MOT2 set up include a port for the insertion of calibration
sources via a magnetic transporter. Various sources can be mounted to the source holder
at the end of the transporting rod. The transporting volume can be isolated from MOT2
with a gate valve when sources are retracted and from the backing TMP with an angle valve
when sources are inserted. To switch sources, the transporting volume is vented through
the TMP7 and removed from the setup. The MOT2 source port also serves as an inlet for
non-metastable SHe atoms directed to MOT?2 from the TC chamber.

2.3 Detection scheme

Figure [2.8 shows a cross-section view of MOT?2 highlighting the detector system components.
The cylindrical chamber is 8 inches in diameter with multiple ports used for laser beams,
imaging, inserting sources, and pressure sensing. The atom trap sits at the center of the
chamber. The detector system for detecting the 8 mounts to the top of the chamber. It con-

sists of a multi-wire proportional chamber (MWPC) and a scintillator-photomultiplier tube
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Figure 2.8: Cut out view of the MOT2 detection chamber.

assembly which measure the entrance position and deposited energy of the ( respectively.
The two [ detectors are used in coincidence to suppress background events. A 1.5 kV/cm
electric field accelerates the %Li recoil ions to a position-sensitive micro-channel plate (MCP)
detector located about 90 mm below the trap. Using the PMT trigger on the 3 as the start
and the MCP trigger as the stop, the time of flight (TOF) of the recoil ion is measured.

2.4 Detectors

2.4.1 MWPC

The multi-wire proportional chamber (MWPC) is a position-sensitive gas ionization detector
situated above the MOT chamber and directly below the scintillator-PMT assembly. The

MWPC’s 1 atm of ionization gas is separated from the MOT chamber’s ultra high vacuum
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by a 137 pm-thick beryllium foil. The MWPC detector assembly (Figure consists of
3 wire planes: an anode wire plane biased at positive high voltage between two grounded
cathode wire planes. Incident  particles ionize the gas, and the primary electrons from
the ions drift to the anode plane and produce avalanches at the wires. The corresponding
positive ions induce charge on the two cathodes.

The X and Y positions of each event in the MWPC is determined by the center of gravity
calculation on the charge collected by the 6 wire groups of the bottom cathode and the
difference in charge on the two ends of the 21 capacitively coupled anode wires. The anode
and cathode charges are read out by custom charge-sensitive amplifiers and the resulting 6
cathode signals and 4 anode signals (2 planes) are read by the ADC FASTER module. For
more detail on the electrode design, position reconstruction algorithm, and development of
MWPC electronics refer to Section 3.1.1 of [31].

The estimated [ energy loss in the MWPC detector is less than 4 keV, while the detector
efficiency is 90%. The MWPC fiducial area, defined by the solid angle of the entrance

collimator, is 32 mm in diameter.

2.4.2 Scintillator, light quide, and PMT assembly

The timing and energy deposition of the /5 is measured by a scintillator, light guide, and PMT
assembly located above the MWPC chamber. Figure [2.9b| shows a photo of the cylindrical
assembly along with a listing of the major component dimensions. The plastic scintillator
model is EJ-200 from Eljen Technology. It emits blue photons in the 400-500 nm range with
a conversion rate of 10000 photons per 1 MeV incident electron. The specified emitted photo
pulse rise time and decay time are 0.9 ns and 2.1 ns respectively. The scintillator light is
transmitted to a Hamamatsu R1250 PMT by a long PMMA cylindrical light guide, coupled
to the PMT with EJ-550 optical grease. The PMT photocathode is sensitive to photons
from 300-650 nm, with peak cathode radiant sensitivity of 72 mA/W at 420 nm and peak
quantum efficiency of 22% at 390 nm. The electron transit time from the cathode to anode

is 54 ns and the current pulse at the anode has a 2.5 ns rise time. The PMT is mated with
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Figure 2.9: (a) Photo of the MWPC anode and cathode wire planes and charge readout
connections designed and constructed by Ran Hong[31]. (b)Photo of the Scintillator-light

guide-PMT assembly wrapped in teflon and black plastic to reduce light leaks. The EJ-200
plastic scintillator is 133 mm in diameter and 38.1 mm in height. The PMMA light guide is

127 mm in diameter and 34.29 cm in height.

a socket assembly that houses the HV divider for the dynodes and is biased at -1700 V with
a CAEN Model N1470 power supply. The anode signal is filtered externally with a 1 nF
capacitor to suppress high frequency noise that interferes with the final charge integration of
the QDC Faster module. This modification increases the rise and fall time of the pulse to 10

ns and 100 ns respectively. The anode and dynode signals are read directly by the FASTER

QDC modules described in Section [2.5]
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2.4.3 Electric field

A nearly uniform 1.6 keV /cm electric field is applied to accelerate the %Li ions onto the ion
detector 90 mm below the trap. The electric field is generated by a vertical array of seven
evenly-spaced stainless steel electrodes biased at high voltage. The shape of each electrode
is an annulus or “hoop”, with approximate outer diameter, inner diameter, and thickness
of 170 mm, 80 mm, and 2 mm respectively (with the exception of the top electrode, whose
inner diameter is 26 mm to match the diameter of the Beryllium window). Additionally
the areas of certain electrodes have been specially cut to accommodate the two diagonal
trapping beams. The electrodes are assembled as a stack, with adjacent electrodes separated
by four Macor (ceramic) column spacers as pictured in Figure . Each spacer is covered
by stainless steel “sleeves” on each side. The sleeves are in contact with the electrodes and
serve to prevent charge build up on the dielectric surface. When assembled the electrodes are
spaced 24 mm apart with a 1 mm gap between the sleeves to maintain the voltage difference
of up to 5 kV between electrodes. The insulating spacers are tightening to each other with
set screws, clamping down on the electrodes between them. The four resulting columns of
spacers mount to stainless steel legs which are fixed to the floor of the flange. Thus the
entire assembly is inserted into the MOT chamber from the bottom 8 inch opening where
the flange is bolted to the chamber bottom. High voltage connections to the electrodes are
made via copper rods connected to SHV and HV feedthrus in the bottom flange. The 2 mm
diameter copper rods connect to the electrodes through clamp mounts mounted onto a select
metal sleeve for each electrode. The rods are connected to the feedthrus with copper sleeves
and set screws. The arrangement of the feedthrus, rods, and clamps is chosen to minimize
the voltage difference between adjacent components as to avoid arcing. To further prevent
arcing and ion emission, component edges were buffered and polished and the electrodes

electropolished. The HV supply system for the electrode array is detailed in chapter
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Figure 2.10: Photo of the electrode array and MCP detector assembly. Four stainless steel
columns mounted to the bottom flange support the delay-line assembly, the MCP holder
(electrode), and the stacked array of electrodes and shielded ceramic spacers. The delay line
anodes and shim electrodes are electrically isolated. High voltage and signal connections are
made through SHV and BNC feedthrus in the bottom flange. The entire assembly is inserted
into the chamber from the bottom 8 inch opening and is bolted in place. The electrode array
assembly was designed by Tom O’Conner of Argonne National Labs and constructed at the

CENPA Cyclotron Instrument Shop.
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2.4.4 MCP detector

The MCP detector registers the time of ion impact along with its position on the detector
plane. Events in coincidence with the 3 trigger in the scintillator are sorted into a TOF
measurement. The TOF combined with a known electric field and the hit position can be

used to reconstruct the initial ion momentum.

The detector consists of a stack of two micro-channel plates (MCPs) produced by Photonis
and a pair of perpendicular delay-lines made by Roentdek as part of the Roentdek DLDS&0
system [16]. Each MCP is 8 mm in diameter and 1.5 mm thick. The microchannels are
25 pm in diameter and are spaced 35 pm apart. The direction of the channels is at 8° wrt
the MCP surface normal and the MCPs are stacked in a Chevron configuration such that
the channels form a sideways V pattern wrt the MCP normal. The MCP stack is mounted
directly to the bottom electrode from below via a ceramic ring mounted to the outer diameter

of the bottom MCP (Figure [2.11b)). a 2400 V is applied between the front and back MCP.

Upon impact of an ion near or inside an MCP channel, primary electrons are released and
multiplication ( 107 gain) occurs as they accelerate through and hit the channel walls. The
loss of electrons induces a fast positive charge on the back MCP registered by a decoupling
capacitor pick up at one corner of the MCP. This signal provides the fast timing signal for
ion detection wrt the scintillator trigger for the TOF measurement. The liberated electron
cloud from the back MCP is collected by the positively biased delay-line anodes located 1
cm below the MCP stack. The two copper delay-lines are wound orthogonal to one another
at 1 mm pitch around a ceramic frame as shown in Figure 2.11d¢ Each delay line consists
of signal wire and a reference wire spaced 0.25 mm apart. The differential signal pairs at
each end of the delay-lines are coupled into a transformer that outputs the differential signal
to a BNC feedthru on the bottom the flange. The differential signal works on the premise
that the signal wires are held 50V higher than the reference wires, such that most of the
charge is collected on the signal wires while any noise is picked up by both wires equally. The

collected charge propogates to both ends of the delay-line. The difference in the registered
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timing signals between both ends is proportional to the position of charge collection along the
delay-line (AX/ATX ~ AY/ATY ~ 1 mm/2 ns), where the inner delay-line corresponds to
the X-coordinate and the outer one to the Y-coordinate. On average, the charge collection
is distributed across three windings and the timing signal is therefore the average of those
timings.

High voltage for the MCP stack, the delay line anodes, and shim electrodes are externally
supplied by a two-channel NHQ-203 HV supply and an HV divider. A list of the resistance
and applied voltage between each component is listed in [31]. The fast timing signal from the
MCP pickup (Back MCP) and four delay-line signals (TX1, TX2, TY1, TY2) are read out of
the chamber by BNC feedthrus on the bottom flange. The Back MCP signal is inverted and
sent through an Ortec 200C fast amplifier while the four delay line signals are sent through
an Ortec 420C four channel fast amplifier. The amplified MCP signals are then processed
by the DAQ system.

For calibrating the MCP detector position reconstruction, a 50 pum thick nickel mask is
clamped between the front MCP and the electrode (Figure . The mask pattern is a
90% open grid, with 250 pum grid lines spaced 4 mm apart. The nickel mask is electroformed
to 2 pum accuracy. Ions that do not penetrate the grid lines form a shadow on the MCP image.
The image is used to calibrated the MCP position reconstruction algorithm to an accuracy
of 8 ym and a resolution of 85 ym (FWHM) using MeV as and Li ion from untrapped ®He
decays. The position calibration is detailed extensively in Section 4.9 of [31] and in [30]).

2.5 Data aquisition system and triggering scheme

This signals from the PMT, MCP, and MWPC are read into the Fast Acquisition System
for nuclEar Research (FASTER) Data AcQuisition System (DAQ) developed at LPC Caen
[12][13]. The FASTER system consists of 6 four-channel modules: 2 QDC-TDC (for mea-
suring charge and high resolution timing) and 4 ADC (spectroscopy) modules which are

mounted in a microTCA crate routed to a front-end computer via ethernet. Each module

has two CARAS daughter boards, one per 2 channels. A CARAS daughter board is a fast
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analog to digital converter (FADC) which samples signals at 500MHz at 12-BIT accuracy
and timestamps each signal to 8 ps accuracy. The master clock for each module is provided
by its SYNCRO_AMC mother board, a field programmable gate array (FPGA). All moth-

erboards within the microTCA crate are synchronized with each other and are programmed

MCP holder MCP stack (with mask)

Delay-line anodes /
/
Shim electrode Ceramic Ring

(d)

Figure 2.11: (a) Front view of MCP and calibration mask and (b) back view of the MCP
stack mounted to the bottom electrode. (c) Delay-lines for reading the X (inner line) and
Y (outer line) positions of ion impact on the MCP detector. (d) Scheme of MCP detector

component assembly
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to quickly process the incoming data from the CARAS daughter boards using the FASTER
software installed on the front-end computer. It is the motherboards which filter and shape

the data and decide which event streams are recorded for offline processing.

The QDC-TDC modules have timing resolution of 7.8 ps and are used for reading the fast
timing signals from the PMT and MCP for measuring the TOF and reconstructing the MCP
hit position of events. The ADC modules are used for the slow MWPC cathode and anode
wire signals as well as a timing reference signal for the laser system cycles. All channels have

a £1.15 V tunable dynamic range.

2.5.1 QDC-TDC module

The function of the QDC-TDC module is to measure a charge and time of a detected event
to high accuracy. Its signal processing chain consists of baseline restoration (BLR), filtering,
triggering on an event and calculating the event charge. A dynamic BLR is employed to
time-track the baseline outside of event signals. Events for BLR purposes start when signals
go above a set threshold and stop when the signal has been below threshold for some set time.
While tracked, the baseline signal is filtered by tunable low-pass filter of the BLR submodule.
The current baseline value is subtracted from the raw signal which is subsequently filtered
by another low-pass filter submodule. Events are triggered on the filtered signal using the
constant fraction discrimination (CFD) mode. The shaping parameters of the CFD include
the non-inverted fraction and the inverted signal delay. To register an event trigger, a
zero-crossing followed by a threshold crossing on the falling edge must be detected and
maintained below a set threshold for a set time. A 3-point polynomial interpolation is
subsequently performed to calculate the zero-crossing (trigger time) to 7.8 ps precision. The
charge calculation submodule integrates the filtered signal over an integration time window
(from -30 ns to 32734 ns) wrt the trigger time . Up to four overlapping charge windows can
be defined for a single event trigger, with dead-time constitued as the integration time from

start to finish + 80 ns of blind time.
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2.5.2 ADC module

The main features of the ADC module is signal shaping and triggering. The shaping sub-
module has three shapers that run in parallel: a simple baseline level subtraction for external
processing, a fast shaper and a spectroscopy shaper. The fast shaping module is simply a
CR-RC* filter with a selectable 25 or 60 ns shaping time. The spectroscopy shaper first im-
plements a pole-zero cancellation with a time constant selected to match the time constant
of the charge preamplifier of the input signals. The pole-zero canceled signal is then passed
through a CR-RC* filter with selectable shaping times from o = 60 ns to o = 32 us and a
BLR module. Similar to the QDC-TDC, the low-pass filtered baseline can be dynamically
tracked by gating on the fast shaper signal to exclude events from baseline computation.
Triggering consists of a signal maintained above a threshold for a set time and can be based
on any of the three shaping signals (typically the fast shaper signal). Events are times-
tamped to 8 ns accuracy. Upon event triggering the amplitude peak-hold module looks for
a maximum value in the signal within a validation gate (set by the shaping time). Another
trigger can occur before the validation gate is up, and in that case the events are marked as

pile-up events to be sorted later.

2.5.8  Trigger groupings and online sorting

Events from the QDC-TDC and ADC modules are sorted on the front-end computer into
grouped events using the FASTER software gui. A groupable event is triggered when the
right comibnation of triggered events from the different modules satisfy a boolean expression
within a given timing window (such as a coincidence of the PMT and the MWPC within
a window of 300 ns). The group event label is applied to the events that trigger the group
event as well as events listed as “followers” that occur within the times specified before and
after the trigger window. The grouped event trigger expression for the measurement of «a is:
(PMT Anode and MWPC Anode-1 and MWPC Anode-2) or (MWPC Anode-1 and MWPC
Anode-2) or MCP Back or Time Ref (reference trigger for the push beam/trapping cycle).
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The trigger window is set to 300 ns with a follower window set 2000 ns before and after the
trigger window. All other signals are listed as followers.

The grouped and ungrouped data is sorted into ROOT trees by a FASTER2ROOT
converter. The ROOT files undergo main analysis using the Analyzer software and the

Monte-Carlo simulation developed by the collaboration.
2.6 DMonte-Carlo simulation and data analysis

In the simplest of models, the measured kinematic variables (°Li TOF and MCP position,
B energy and MWPC position), together with a known electric field and decay position
would allow for an event by event reconstruction of the angular correlation a. However, the
stochastic nature of the real system (5 energy loss, the spatial distribution of the MOT,
the finite resolutions of the detectors) along with the complex propagation of systematic
uncertainties of system parameters beget the use of a Monte-Carlo (MC) simulation.

The primary components of the simulation are the event generation (a priori physics),
electron transport through the chamber, ion tracking through the electric field, and the ap-
plication of the detector response functions. A number of the simulated parameters, such as
the MOT spatial profile or electrode array voltages, are calibrated using independent exper-
imental methods and are then fixed within simulation. The calibration methods discussed
in this thesis include the determination of the electrode array geometry for proper modeling
of the electric field (Section [6.1)), calibration of the MOT position via direct and indirect
imaging (Section [6.2)), calibration of the electrode array high voltage system (Chapter [3)),
and calibration of the detector timing for an absolute TOF measurement (Chapter [7)). The
calibration of the MCP position reconstruction, the MWPC, and the scintillator and PMT
assembly are addressed in [31I]. With the calibrations in place, various approaches can be
taken to fit the experiment data using the simulated data with a few chosen parameters
(including a) as the fit parameters. More detail on the simulation framework, simulation

studies of the systematic uncertainties, and the final analysis of the a data is presented in

Chapter
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Chapter 3

DEVELOPMENT AND CALIBRATION OF THE HIGH
VOLTAGE SYSTEM FOR THE ELECTRIC FIELD

3.1 Overview and objective of system

A critical component of the He experimental set up (Chapter [2)) is the high voltage (HV)
system for the generation of the electric field inside the MOT2 chamber. The field serves
to accelerate the °Li ions onto the MCP detector below the trap. The design of the field
configuration is chosen to serve three purposes: to increase ion collection, maximize the MCP
detection efficiency, and maximize the sensitivity of the time of flight (TOF) measurement to
the initial velocity of the ion distribution. The detection efficiency, which depends strongly
on ion impact energy (Section typically suffers for ion energies below ~ 5 keV. Thus
an acceleration through at least 5 keV field is desired. Above such a field strength, the
sensitivity of the TOF to the initial velocity of the ions increases drastically with flight
distance. However, considering the finite radius of the MCP, a longer flight distance requires
a stronger field to increase the solid angle of collection. Optimizing for both sensitivity and
collection efficiency requires both a long flight distance and a large field strength. In the
practical setup of the *He experiment, a 1.6 keV /cm electric field is generated to accelerate
the ions to impact energies of ~ 14 keV over a distance of ~ 90 mm, collecting over 85% of

the recoil ions on the MCP.

To generate the field, a vertical array of seven evenly-spaced stainless steel horizontal
electrodes are biased at HV. Together with the electrode array geometry, the electrode volt-
ages determine the strength, shape, and stability of the field, directly affecting the ®He
decay TOF spectrum. In general, a uniform field symmetry is desired because it reduces

the sensitivity of the TOF to field or MOT-related systematic effects. In principle this can
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be achieved by a carefully constructed fixed divider system; however, this makes modifying
the setup for alternative field shapes or tweaking individual electrode voltages cumbersome.
Instead, a “stacked” HV supply system was built to allow the individual electrode voltages
to be programmed remotely in real time.

Proper modeling of the electric field in the Monte Carlo (MC) simulation used to extract
a from the data requires accurate knowledge of the electrode voltages (as well as the electrode

geometry). Studies using MC simulations have shown the systematic effect of the electrode

voltage uncertainty on the determination of a to be 82?3‘/ = (0.08. Thus, to achieve the desired
1% measurement of a, we place our goal for % = 0.05%, which implies the absolute accuracy
of the individual supply voltages must be known and stable to 0.05% for the duration of the
run. This chapter contains a detailed description of the hardware and software for the HV
system built to fulfill this requirement. The performance of the system is broken up into the

topics of stability, noise/fluctuation, arc protection, and the calibration of a dedicated set of

HV precision dividers that monitor the electrode voltages.
3.2 Setup of the HV supply system

The schematic for the high voltage (HV) system of the top six electrodes is shown in Figure
[3.1] The major system components include the “HV supply box” which houses six remotely
controlled HV supplies and five isolators, a “filter /divider” box that houses HV dividers for
monitoring the HV output, a HV calibration probe, and the interfacing modules for the

LabVIEW control and monitoring program.

3.2.1 HYV supplies

The HV supply box houses six remotely controlled Spellman MP Series[48] regulated 0-5 kV
variable output supplies (S1, S2 ... S6), which are floated and stacked using five Ultravolt
EFL 30 kV isolators[51]. The arrangement of the supplies and isolators in the HV enclosure
is shown in Figure Each supply and dedicated isolator is mounted to a removable plastic

panel which slides into one of six slots inside the plastic box enclosure which is itself mounted
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Figure 3.1: Schematic of the HV system for the generation of the electric field. The top six

electrodes are individually supplied HV from six stacked 5 kV supplies. Five isolators power

and send communications to and from the supplies. The supplies are remotely controlled

and monitored via LabVIEW. The output of each supply is filtered and measured by a HV

precision divider and/or a HV probe.
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inside a grounded rack-mountable aluminum chassis. The “stacking” of the supply outputs
is achieved through a daisy chain configuration as shown in Figure [3.2d where the power
return of a given floated supply is connected to the lead of the supply below it. In this
stacked configuration, the output of S6 can reach 30 kV.

The simplified internal circuit and description for the Spellman MP5 supply is shown in
Figure . Each supply output (0-5 kV) is set remotely with a 0-10 V control signal and
is internally regulated to better than 0.001% (quoted line regulation on the input voltage).
The internal monitor signals for the drawn current and output voltage of each supply are
returned in the form of two 0-10 V monitoring signals.

With the exception of S1 whose power return is grounded, all the supplies are floated.
Therefore power and communication for each supply is provided through the dedicated iso-
lator units. A layout of the isolator pins is shown in Figure [3.4, The EFL isolators provide
maximum output of 1 A at 24 VDC to the floating MP5 HV supplies where the EFL power
output can be enabled and disabled with a TTL signal applied to one of the isolator pins.
The isolators provide one up channel for the supply control voltage signal and two differen-
tial down channels for the current and voltage monitoring signals of the MP5 supply. These
signals are internally digitized with 16-bit resolution and relayed optically between the HV
and LV sides of the isolator.

The power for the isolators is supplied by an external 24-VDC source which enters the
HV box through a 6-A replaceable fuse on the front panel [3.2d. The signal connections to
and from the isolators are wired into three dsub-37 connectors on the box front panel which
interface with a NI 9264 16-bit Digital to Analog Converter (DAC), a NI 9205 16-bit Analog
to Digital Converter (ADC), and a NI 9403 TTL Digital Input/Output (DIO) module. These
modules are read from and written to by the LabVIEW controls and monitoring program
via an Ethernet connection to their NI-cDAQ crate.

Additionally, the up/down channels of the isolators can be put into “quiet mode”, where
the channel value is latched to the last read value rather than being continuously sampled.

This option is used for the isolator up channels in order to reduce variations in the MP5
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Figure 3.2: (a) Top inside view of the HV supply arrangement for the electric field HV system.
The supply system consists of six remotely controlled 5 kV precision supplies operated in a
stacked configuration using five 30 kV isolators. (b) Each supply and dedicated isolator are
mounted to interchangeable sliding panels that fit into the slots of the plastic enclosure. (c)
Voltage stacking is achieved by daisy chaining the floating grounds of the supply to the HV

output below it. (d) Front panel view.
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Figure 3.3: Simplified internal circuit of a Spellman MP 5 kV supply[48]. Each supply is

2

powered with 24 VDC and draws a maximum of 1 A. The supply’s 0-5 kV output is set
remotely with a 0-10 V control signal. A PID and linear regulator limit the voltage and
current to the high voltage transformer. A single-ended FET oscillates the regulated voltage
at the resonant frequency of the transformer (100 kHz). The stepped-up AC voltage is then
sent through a cockroft walton (CW) multiplier which produces the final DC HV output.
The HV output is read in parallel with an internal divider which in turn provides the feedback
for the PID control loop. The current drawn by the CW multiplier is converted into a 0-10 V
signal that is fed back into a differential amplifier and then the linear regulator to limit the
current to 2 mA. A 47k resistor at the supply output (not shown) limits the instantaneous

current output to 100 mA.
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Figure 3.4: Layout of EFL isolator pins. Since the the MP5 supply does not take a differential
signal for the control voltage, the inverted up channel pins are linked with the signal ground

pin during operation.

control voltages due to fluctuations and drift originating upstream of the isolators. To enable
latching the up channels a —9 to —4 V logic signal was required. In order to do this a small
relay module consisting of a 24 V to —5 V DC-DC converter and five solid state relays was

built which relayed the —5 V signal to a given supply upon application of a corresponding

TTL signal provided by the NI 9403 DIO module.

3.2.2  HYV filters, dividers and probe

Before being delivered to the electrodes in MOT2, the HV outputs from the HV supply
box are routed to the divider/filter enclosure where they are filtered and measured by five
1G (1:10000 ratio) HV precision dividers (D1,D2...D5). The five precision dividers and HV
probe provide a way to directly monitor the electrode voltages wrt to ground over the full
operational range of each electrode. The arrangement of the dividers and low-pass filters

are shown in Figure 3.5, The RC low pass filter for each lead consists of a 100k precision
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resistor (Mini-Mox 750-23) encapsulated in stiff dielectric tubing and a 500 pF HV capacitor
to ground. The precision dividers (Nicrom Electronic 300.5) are connected to the filtered
outputs in parallel with the MOT?2 cable connections. Each divider is mounted on a dielectric
block that connects to the output of the filter resistor, the input of the capacitor, and the
output cable to MOT2 via a three point banana jack terminal. The divided voltages are wired
into front panel BNC connections via twisted pair wires. The BNC signals are read into a
high-speed relay-based 7-channel multiplexer that sequences the signals into a Keysight 6.5
digit Digital Multi-Meter (DMM). The DMM averages the divider voltages over 10 power
line cycles (PLCs) per reading and is periodically read by the LabVIEW monitoring program
at rates typically lower than 1 Hz.

A 0.02% accuracy 1:10000 ratio HV probe (HV-250 from Computer Power Supply, Inc.
(CPS)), seen in Figure [3.6] is used to calibrate the dividers and to monitor the E6 voltage
during runtime. To get a probe reading of a particular HV electrode voltage, the HV output
from the HV divider box detours through the probe enclosure before being directed to the
chamber. Inside the probe enclosure, the HV passes through the probe tip via a custom
double banana plug corona ball. The probe signal is output to one of the multiplexer channels
via a BNC connection to be read by the DMM and LabVIEW.

The transfer of HV between the supply box, divider/filter box, and the probe box is made
via UHF connectors/mounts and shielded RG8 cables. The HV is delivered into MOT2 via
HV feedthroughs on the bottom flange (Figure which included three 40 kV feedthroughs
manufactured by VACOM fore electrodes 4-6. The plugs for the VACOM feedthroughs were
unshielded single lead cables, so they were outfitted with a shielding braid.

To monitor the temperature change in the dividers over time, four J-type thermocouples
are coupled to the four lateral sides of the aluminum chasis housing the dividers and low-pass
filters. The thermocouples are wired into an Omega OM-USB-TC module which is interfaced
with the main HV control LabVIEW program.

The quoted accuracy and stability of the key system components are listed in Table

for reference in the discussions below.
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Figure 3.5: Top inside view of the low pass filters and five precision dividers used to monitor

the electrode voltages. The dividers are mounted on separate Teflon blocks. Visible on D1:D3
blocks is copper tape which is connected to ground via a 100k resistor to prevent surface
charge build up. No divider is present on the sixth HV lead, as mentioned in the text.
Visible around the sixth filter resistor is clear Tygon tubing meant to prevent discharge
to neighboring components and ground. In this photo, all HV leads except for D3 are
disconnected on the output side of the filters (to MOT2).
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Figure 3.6: The CPS HV probe used to calibrate the HV divider readings.

Figure 3.7: (a) Outside and (b) inside views of the MOT2 chamber flange. On the outer
circle are the seven HV feedthroughs for electrode array (three 40 kV feedthroughs, three 20
kV SHV feedthroughs, and one standard 5 kV SHV feedthrough for the MCP electrode).
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3.2.3 LabVIEW supply control and monitoring program

The LabVIEW program for the HV supply system is comprised of several subroutines of the
main program to intelligently handle the 40+ signals for the supplies, relays, and thermocou-
ples of the HV system. The program features include an interruptible ramp function that
simultaneously and smoothly ramps the six supplies to an approximate electrode voltage
target configuration (0-30 kV) via user interface input or loaded settings. Given a cali-
bration file for the HV divider readings, the program provides the option of ramping the
supplies to a target configuration with a self-correcting PI loop, using the calibrated reading
as feedback (see Appendix . The program continuously samples and logs the raw signals
from the supplies, dividers, and thermocouples at a rate of 0.333 Hz. It also includes safety
interlocks that disable the isolators if the MP5 supply monitor currents or voltages exceed a
set threshold. The interlock check continuously runs parallel to all other processes of main

prograim.

The logged voltage readings are analyzed separately using dedicated MATLAB classes
and scripts. Figure|3.8|shows a typical plot of the voltage, current, and temperature vs time

readings from a logged run generated in MATLAB for analysis.

3.3 HYV stability

The accuracy of the electric field modeling in the MC simulation requires stable electrode
voltages and readback values throughout a given run as well as from run to run. In this
section, sources of instability are categorized into extreme disruptions such as HV breakdown,
HV level fluctuations on the electrodes, LV level noise on the readback, and slow voltage drifts
occurring over the course of a run. Each type of instability can compromise the integrity of
the HV system, whether by directly affecting the field or the field calibration. The various
solutions devised to address issues encountered during the development of this system are

elaborated below.
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Figure 3.8: Plot of the HV monitoring signals logged by the LabVIEW control and moni-
toring program during the June 2017 field scaling run for the photoion TOF measurements.
Readings include uncalibrated output voltage and current readback from the HV supplies,
uncalibrated divider voltages, and readings from the four thermocouples inside the divider /-

filter box.
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3.8.1 Arcing and sparking elimination

HV breakdown between system components often causes damage and permanent changes
to the system. Elimination of arcing is thus a prerequisite for system stability. Over the
evolution of the HV system, methods were devised to deal with instances of HV arcing. For
the supply box, the most effective method for prevention of HV breakdown across components
is the use of ample distance between HV conductors separated by air and dielectric mounting
surfaces. Typically at least two inches of air insulation between conductors is sufficient to
maintain 25 kV of potential. Dust and oil residue, which provide a potential malleable path
for breakdown and leakage, are kept to a minimum by cleaning internal surfaces, handling
surfaces with gloves, and having box covers to protect the components from stray dust

accumulation.

The HV dividers were installed into the filter box in 2016. In an attempt to alleviate
sparking in the dividers, the ceiling of the enclosure was raised. However this modification
backfired by introducing a sharp conducting lip at the box ceiling which caused the dividers
to spark above 19 kV. Sparking events often produced permanent “tracks” on the dividers
(see Figure , compromising the insulation and providing a less resistant path for future
breakdowns. This sometimes required compromised components to be replaced entirely as
in the case of D6, the voltage divider for the highest HV output. An effective remedy for
divider sparking was the application of HV silicone rubber putty to sharp edges of grounded
surfaces while “Super Corona Dope”, a Xylene corona-suppressing varnish, was applied to
the divider solder joints of D4:D6. However, though the corona dope prevented arcing above
19 kV, it caused any divider reading the 6th power supply to “breakdown” around 10 kV
with a non-linear gain factor when compared to the stable probe reading . Eventually,
this led to the removal of D6, with the CPS probe reading S6 instead.

To prevent build up of charge on the teflon divider mount surface, a section of each divider
mount was wrapped in copper tape connected to ground via a 100k resistor (see Figure .
Though this reduced noise on the dividers, it caused additional sparking on D4:D6. It was
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Figure 3.10: Comparision of the probe to divider reading ratio V,,/Vp vs Vp for the divider
reading S6 before (October 2016) and after (November 2016 and February 2017) the appli-

cation of the corona dope to the divider solder joints. The traces show a hysteresis in the

divider voltage between the ramp up (ascent) and the ramp down (descent) data.
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therefore removed from those dividers and kept only on the D1:D3.
After these iterations, by May 2017 the conditioned system was typically able to sustain
24 kV for a week without breakdown.

3.3.2  High frequency noise

HV fluctuations on the electrodes can distort the electric field and affect the ion TOF spectra
and well as cause false triggering in the detectors. Various actions to reduce noise on the HV
leads were taken throughout the development of the system as new noise typically accom-
panied new components. Passive filtering was introduced to the system on two occasions.
In May 2015, a new microchannel plate (MCP) configuration where the MCP is mounted
directly to the bottom electrode made the MCP susceptible to excessive high-frequency noise
(~ 10 MHz) from the HV on the electrodes. To attenuate the noise, the low-pass filter box
was built containing 100 k2 resistors for each HV lead, where the choice of resistance as-
sumed pF capacitance for the cables in order to produce a 1.5 MHz cut-off. In May 2017,
additional 40 MHz noise was seen on the HV dividers and the probe (Figure , which
prompted the addition of 500 pF HV capacitors to reduce the cut off to 3 kHz for each lead.
This successfully removed the structured noise from the probe readout and left unipolar
spiking on the divider readout (Figure [3.11d)).

Even with the low-pass filter in place, the divider readings still exhibited structured
noise. Figure [3.12] shows the voltage distributions of the dividers over the June 2017 Full
field run. The rms of the voltage distribution spans from 0.02 V to 1.5 V for the lowest and
highest dividers respectively, with D3:D5 showing characteristic double peak distributions of
sinusoidal noise. FFTs of the divider sampled at 0.333 Hz reveal peaks around 0.12 Hz and
0.14 Hz (Figure B.13). The noise on the dividers does not have an effect on the accuracy
of the final voltage readings for the run, which can be resolved to AV/V < 1 x 107 for all

electrodes after averaging.
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Figure 3.11: Probe (b) and (d) and D4 scope (a) and (c) traces before and after addition

of 500 pF capacitors to the low-pass filters. Addition of capacitor successfully removed 40

MHz noise on the probe and divider, leaving unipolar spiking on the divider readout.
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Figure 3.12: Histograms of the divider voltage readings at Full field for the June 2017 data

run. The D3:D5 distributions are distorted by noise. The resulting rms values for each are

listed.
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Figure 3.13: FF'T of D3 voltage sampled at 0.333 Hz shows peaks around 0.12 Hz and 0.14

Hz. These noise peaks are present in all dividers and the probe.

3.3.8 HV readout spikes

For voltages above ~ 10 kV, 5-10 V random pulses termed “spikes” were observed in some
of the the divider readouts. Figure demonstrates the various level of spiking in the D5
voltage readings at different times in 2017. Figure shows the time trace from one of °He
data runs in June 2017 where the spikes occur only in the positive direction. Figure
shows the trace after a sparking event in December 2017 caused the spiking to intensify.
Finally, Figure [3.14c| shows the trace in February 2018 after the removal of the Tygon tubing
from the filter resisters neighboring the dividers. The removal of the tubing stopped the
spiking entirely, and identified the cause of the spikes to be low voltage discharge from the

tubing to the dividers from surface charge built up on the tubing.

Each voltage reading in LabVIEW is a 0.333 Hz sample of a time-averaged readback from
the Keysight DMM, where the reading is averaged over 10 Power Line Cycles (PLCs), or
~ 167 ms, by the DMM. This obscures the actual amplitude of the spikes provided that their
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Figure 3.14: Time traces of the D5 voltage logs at various times in 2017. 15-20 V spikes
can be seen in (a) and (b). The red portion of each trace shows the remaining points after
implementing a spike-identification algorithm to optionally exclude the voltage spikes using
a deviation threshold. The threshold is set to a multiple of the voltage rms where the rms is
computed from a median-ordered subset of the data points. The effect of the spikes on the
time-averaged voltage reading is below 1 x 1075, The spiking is worsened in (b) due to a
sparking event in D5 that occurred in December 2017. (c) shows the trace after the removal
of the dielectric tubing around the filter resistor neighboring the divider which was originally

meant to prevent HV breakdown of the resistor to ground.
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Figure 3.15: Oscilliscope traces of 0.5 V spikes seen on D3:D5.

duration is shorter than the averaging time of the DMM. Thus, to get a truer measurement
of the spike sizes and durations, the divider outputs were routed into a 1 GHz, 100 MHz
(base) bandwidth oscilloscope. Figure shows various oscilloscope traces triggered on the
spikes for D3, D4, and D5. The fast pulses seen on the scope are up to 0.5 V in amplitude
over DC baselines of ~ 1,1.4, and 1.8 V for D3:D5 respectively and have an average lifetime
of 200 pus.

Modeling the probe and divider systems

Because the spikes were only seen on the dividers and not the probe, it was hypothesized
that they were occurring on the LV signal side of the dividers rather than the HV supply
outputs sent to the electrodes. However, since the probe is meant to measure DC signals, it

was also plausible for it to have an internal filter that diminished the signal. To confirm that
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Figure 3.16: Voltage [V] vs time [s] response of D5 (teal) and probe (purple) to 10 V, 1 ms
square input pulse measured on a 1M impedance oscilloscope. The yellow traces in (a) and

(b) are the simulated responses from the Simscape model for the divider and probe capacitive

subsystems shown in Figures [3.17b| and [3.17d]| respectively. X-axis scale is 200 us/division

and the Y-axis scale is 5 mV /division.

the HV spikes weren’t filtered out by the probe’s internal circuitry, the fast-pulse response

of the dividers and probe was measured explicitly using a pulser.

A ~ 1 ms, 10 V square pulse generated by the pulser module was injected into the D5
filter in place of the HV supply output and the divider and probe outputs were digitized
with an oscilloscope. The traces for the divider and probe are visualized with a MATLAB
Simulink scope in Figure in teal and purple respectively. Both probe and divider showed
reactance to the fast pulse, suggesting the presence of inductance or capacitance in the circuit.
Though the divider pulse shows faster changes in voltage in response to the input pulse than
the probe, both output pulses can be characterized by rise and fall times and peak and steady

state voltages.

To help estimate the potential values of the components, the circuit was modeled with
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the MATLAB Simulink and Simscape Electrical. Figure shows a block diagram of the
model, consisting of a pulse generator, a modular divider/probe subsystem, and a voltage
sensor between the measure and ground terminals of the subsystem. A 1 M resistor was
also included between the measure and ground terminals to represent the termination of the
oscilloscope.

The probe and divider were modeled with either capacitors in parallel or inductors in

series with the main 1G and 100k resistors, and the models which closely reproduce the

measured traces are shown in Figure [3.17D], [3.17d, [3.17d] and The rise and fall times

of the pulses are characterized by the time constants 7 = Ry, C' and 7 = L/Ry;, where C' and
L are the capacitance and inductance of a component, and Ry, is the Thevenin equivalent
resistance of the circuit as seen by the component. In the capacitive model (Figure
the first and second capacitors determine the fall and rise times respectively for the voltage
across the measure and ground terminals. In the inductor model (Figure the first and
second inductors determine the rise and fall times respectively.

While the steady state voltages for probe and dividers are determined by the basic divider
resistance ratios, the initial peak voltage is determined by the resistances of the initial current
path. In the inductor models, the 1 M scope resistor plays a much larger role in determining
the amplitude of the peak voltage, since it is initially the primary current path to ground.
The predicted voltage is determined by the scope to probe resistance ratio (1M/1G) and
equals 10 mV for the 10 V pulse. Since this falls shy of the measured peak voltage of 25 mV,
the divider inductor model cannot explain the observed trace. Additionally, the inductances
required to reproduce the probe signals are too large to be realistic, ruling out the inductor
model for the probe as well.

The capacitive model values for both probe and divider are realistic, with the divider sub
pF capacitance being typical of parasitic capacitance values and the probe’s neat component
values indicating deliberate internal filtering. Working backwards with this model, the 1 V
output spikes seen on the divider reading correspond to 100 V, 500 us exponential pulses at

the input. These 100 V pulses would be easily resolved by the probe at 50 mV. However,
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the probe readout sees no pulses above 1 mV. This indicates that the 0.1-1 V pulses seen
on the divider readings correspond to pulses occurring somewhere along the dividers rather
than pulses generated at HV.

The adopted explanation at the conclusion of this study was that surface charge build
up on the dielectric divider mounts periodically discharged to the low voltage side of the
dividers, causing low voltage spikes on the divider readings. As mentioned previously, it was
found in February 2018 that the Tygon tubing surrounding the filter resistors was the actual
cause of the spiking, as the spikes in question ceased upon its removal.

Though not representative of HV, large and frequent LV spikes can introduce a baseline
shift in the overall DC voltage reading. If this shift is appreciable and consistent, it is safely
folded into the divider calibration. An estimate of the baseline shift for the June 2017 data
is calculated using the spike-identifying algorithm applied to the slow divider readings in
Figure [3.14al The effect of the spikes on the time-averaged voltage reading introduces a
negligible offset AV/V < 1 x 107¢.

Measuring the spike frequency with FASTER

To get a corroborating quantitative estimate of the distribution of spikes along with their
frequencies of occurrence, the dividers were read directly into the corresponding Faster ADC
channels with the HV fully ramped to 23 kV. Figure |3.18| shows typical raw signal traces for
D5. The ADC FastOut module signals were used to trigger on spikes, which were then shaped
by the Spectro module. The shaped peaks were then input into the ADC peak-hold module
to obtain an amplitude reading for each peak. Shown in Figure |3.19| are the histograms of
the D4 and D5 shaped peak values normalized by the total runtime (10 minutes). The Y
axis is the trigger rate in Hz and the X axis is the calibrated ADC peak height in mV.

The calibration procedure for the ADC peak height scale was as follows: An Ortec 551
Timing SCA (Single Channel Analyzer) was used to discriminate triggers above 50, 100, and
150 mV thresholds and output TTL pulses in turn. The triggered TTL pulse train output by

the SCA was counted using an NI PFI channel in NI-Max for a duration of a minute. (The
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Figure 3.18: FASTER oscilloscope traces of the raw and shaped ADC signals from the D5
spikes.
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Figure 3.19: D4 and D5 spike rate vs ADC peak height.
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pulser was used as an input to independently check this set up.) The average cumulative
rate as a function of threshold [mV] was thus computed and matched to the cumulative rates
of the ADCs for the three thresholds, and a linear fit was performed to get a relationship
between the ADC peak values and the pulse height in mV, where the baseline voltages for
D4 and D5 are 1.4 V and 1.8 V respectively.

Assuming the pulses are all the same shape (same lifetime) the time-averaged error in

the DC voltage (dV (t))7 is estimated as follows:

OV W) = 7 3 nend; (3.1)

= Z Rate;76V; (3.2)

where the index ¢ corresponds to bins of the rate vs pulse hight histograms in Figure [3.19
and 7 ~ 200 pm. Assuming all the spikes are unipolar, the fractional DC offset comes out
to be on the order of 107° and is absorbed into the HV divider calibration. If the offset is

unstable it is estimated that it would affect the HV divider calibrations to this level.

3.9.4 Drift

Significant drift of the electrode voltages over each run can complicate the modeling of the
field in the MC simulation. The stability of the electrode voltages over the duration of the run
is measured directly with the HV dividers (D1:D5) and probe which reads the sixth electrode.
Because the supplies are stacked, the voltage on the sixth electrode is correlated with the
voltages on the other electrodes, so fluctuations from the below voltages will propagate to
the sixth electrode and will be read by the probe. The probe reading alone is thus a good
measure of the electrode voltage stability.

Figure [3.20| shows the change in the voltage of the sixth electrode as measured by the
probe over a period of a day for the June 2017 Full field and Low field configuration data runs.
The first two hours of each run show a slow climb in the voltage on the order of several volts

after which the fluctuations start to correlate strongly with temperature measured by the
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Figure 3.20: Voltage of the sixth electrode measured by the probe overlaid with the thermo-
couple temperature reading in the HV divider box for the Low and Full field June 2017 data

runs. There is a 240 s lag in the voltage response to the temperature.

thermocouples in the HV divider enclosure. The temperature coefficients of resistance (TC)
of the system components are listed in Table[3.1] With the exception of the probe, which has a
TC of < 50 ppm, the rest of the components have TCs < 25 ppm. To confirm the temperature
correlation, a linear regression is performed on the probe voltage and front thermocouple
readings using the data from the latter 12 hours of each run (where the fluctuations look to
be due to temperature alone). The correlation is measured to be 66 and 82 ppm/° C for the
Low and Full field runs respectively. Figure [3.22| shows the remaining fluctuations in voltage

after subtracting the fluctuations due to temperature using the measured coefficients.

After the initial two hour climb in voltage, the fluctuations in voltage due to temperature
for the Low and Full fields are 0.013% and 0.004% after 20 hours respectively. Accounting
for temperature, it is reduced to 0.002% for both field configurations. Thus, the voltage is
demonstrated to be stable to the goal of 0.02% for the duration of the run.
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Figure 3.21: Correlation of probe reading of the sixth electrode with front thermocouple

temperature for the Low (left) and Full (right) field configurations of the June 2017 data

run. The correlation is measured to be 66 and 82 ppm/° C respectively.
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temperature is subtracted using the measured temperature coefficients in Figure and the

monitored thermocouple temperature to produce the red curve. After the initial two hour

climb in voltage, the fluctuation in voltage due to temperature for the Low field is 0.013%

and for the Full field 0.004%. Accounting for temperature, it is reduced to 0.002% for both

field configurations.
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Figure 3.23: Ratio of NIST reference probe to CPS probe Vyrsr/Veps vs Visr. The error

in the reading is < 0.02% across the entire range.

3.4 Calibration of the HV dividers

The HV dividers allow for the continuous direct monitoring of the E1:E5 voltages wrt to
ground. Since their quoted accuracy is only 1%, they must be calibrated against the CPS
probe to achieve the target accuracy of 0.05%. A calibration check of the CPS probe to a
NIST probe was performed by the CPS manufacturer and is shown in Figure [3.23] and the
CPS reading is shown to stay within 0.02% of the NIST reading over the operational range
of 25 kV.

The probe is used to calibrate each divider in situ by connecting the probe parallel to
the divider and the electrode, as in Figure [3.1} and ramping the supplies. For each divider
calibration, the electrodes are ramped together from (0,0,0,0,0,0) to (4,8,12,16,20,24) kV in
10 steps using a dedicated LabVIEW program. Each voltage step is held for 1.5 min while
the divider and probe voltages are sampled at 0.75 Hz. Offline, the MATLAB HVCalibration
class was used to automatically parse and average the readings over each interval, where the

first 8 seconds of the step were excluded to allow the voltage to settle after every ramp. The
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averaged readings for the probe V), and divider V; were used to construct a piecewise linear
interpolant V,(V;) function.

The obtained calibration curves for the dividers are visualized as the voltage ratio V,,/V,
vs Vg in Figure|3.241 The linear variation in the ratio as a function of voltage can be ascribed
to the voltage coefficient of resistance (VCR) of the dividers, which can be read off directly
from slope as —0.03 ppm/V, in agreement with the quoted value of < 0.07 ppm/V. It can be
seen from the distortion of the slope that the relationship is not purely quadratic. The linear
interpolant therefore provides a more accurate representation of the relationship between the
measured and true voltage. The largest error due to linear interpolation of a nearly quadratic
curve occurs between the calibration points and can be estimated by taking the difference
of the two slopes at those points multiplied by half of the voltage step between them. The
largest error due to interpolation is estimated to be AV/V < 6 x 107°.

The calibration procedure included ramping the supplies up and back down again, in
order to compare the ascent vs descent voltage values. The difference in V,,/V; for these runs
was < 4 x 1075, Changing the duration of the averaging interval from 1.5 min to 2.5 min

had an effect less than this level.

3.4.1 Calibration stability

To check the stability of the divider calibrations, the calibrations were repeated several
times between 06/15/17 and 02/05/18, where the dielectric tubing was removed from the
filter resistors prior to the last calibration. Figure|3.25/shows the the fractional change in the
calibrated voltage vs the divider reading between two calibrations in June 2017 and between
the 06/15/17 and 02/05/18 calibrations. With the exception of D4 and D5, which suffered
from a sparking event in December 2017, the largest change is AV/V < 1.6 x 107

3.4.2  Ramping on calibrated feedback for scaling runs

For the June 2017 photoion scaling runs (Chapter |5) the control voltage settings were scaled
directly to obtain the scaled field configurations E(7) = kEy () where k ranged from 0.35 to
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The divider calibration is shown to be stable to AV/V < 1.6 x 107* over the course of 8

months.

1 for the nominal field EO. This leads to imperfect scaling, expressed as Ak/k = kossumed —
Ktrue / Kirue in Figure , which caused a large systematic offset in the determination of T
for the photoion runs. A new ramping program in LabVIEW was thus devised that used the
calibrated readback from the dividers to adjust the supply control voltages in order to achieve
a target configuration. The program employed a simple PI feedback loop and is described
in Appendix [B] The achieved scaling accuracy using the feedback is shown in Figure
and is improved by an order of magnitude to Ak/k < 4 x 1074

3.5 Leakage current

The current drawn by each supply can be read off of the current monitor values returned by
the supplies, and for the Full field settings the currents for S1:S6 are (108,104, 98, 78, 54, 30) uA
in situ respectively. Since the supplies are stacked, all the current drawn is drawn through
S1. Thus, the total current drawn by the system is 108 pA. It was determined that most
of this leakage occurs inside the HV box and the divider/filter box by observing the change
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Figure 3.26: Fractional error is scaling parameter Ak/k for the scaled field configurations
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scaling using calibrated divider feedback to ramp electrodes.

in this current in response to disconnecting the cables to the MOT2 chamber, the divider
box, and the probe. < 1 pA of current change was observed when disconnecting the cables
from the chamber. Since the dividers measure the voltage just before the chamber, the drop
in voltage due to leakage can be estimated from the resistance and length of cables. The
resistance of the inner conductor of an RG8 cable is 6.2 Ohm/km. For a 2 m cable and a

leakage current of 1 ym, the drop in voltage is ~ 1078 V, which is negligible.

3.6 MCP supply accuracy

High voltage for the MCP is externally supplied by a two-channel NHQ-203 HV supply from
Iseg. The supply output voltage is measured internally and displayed on the front panel
LED. The accuracy error of the voltage is primarily limited by the last digit of the display (1
V). For the Full field voltage, this amounts to an error of 0.08%. The largest potential error
is for the 700 V setting used for the photoion field scaling runs (Chapter |5) and is 0.15%.
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Table 3.2: Calibrated electrode voltages for the June 2017 ®He data runs. Systematic uncer-

tainty on voltages is 0.02% unless otherwise noted.

Conﬁguration EMcpl E1 E2 E3 E4 E5 E6
Full Field -2000  2248.20 6200.19 10300.07 14285.68 18380.62 23083.26
Half Field -1025  1155.13 3184.36  5287.45 733251  9437.16 11847.78

10.08% uncertainty

3.7 Summary

A system was built to generate a 1.6 kV/cm electric field for the measurement of a in
SHe decay. The system was designed to stably supply HV to the the top six electrodes
of the electrode array where the individual electrode voltages could be remotely controlled
and monitored to 0.02% accuracy, fulfilling the requirements set out by the MC simulation
systematic studies in Chapter . This was achieved with an integrated HV divider system
and a NIST-referenced calibration probe, which could monitor the voltages in situ. Various
measures were taken to eliminate arcing and to understand and reduce noise in the system.
As a result of these measures, the system can safely sustain 26 kV for several weeks without
arcing, and the effect of noise has been shown to be negligible for the calibration of the
voltages.

The short and long term stability of the system has been repeatedly confirmed. The
voltage drift over time has been measured to be 0.013% after 20 hours, all but 0.002% of
which can be explained by observed temperature changes. With the exception of dividers
affected by a sparking event in December 2017, the calibration has remained stable to within
AV/V < 1.6 x 107* over the course of 8 months.

The calibrated electrode voltages for the June 2017 little a Full field and Low field data
runs are listed in Table 8.3l
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Chapter 4
TRACKING IONS IN EM FIELDS IN THE MC SIMULATION

In order to compute the recoil ion TOF in the Monte-Carlo (MC) simulation, the ion
trajectories have to be numerically integrated through the non-uniform electric and magnetic
fields of the MOT2 chamber. To do this, the Ton Tracking module framework consists of
two major parts: (1) a Tracking algorithm used to track the ions through interpolated field
maps using a 4th order Runge-Kutta (RK4) integration method, and (2) generation of the
field maps for the tracking algorithm using Finite Element Method (FEM) software and the
MOT?2 electromagnetic source geometries. Both discretize their respective problems to find
approximate solutions, introducing finite computational error to the simulated TOF for the
final @ measurement.

The following sections focus on evaluating the Ion Tracking module and the field map
generation functionality and accuracy for the He experiment. The accuracy of the tracker is
demonstrated using several analytically solvable test cases where the effect of the discretiza-
tion on the solution accuracy is explored where applicable. A general explanation of the
MOT?2 field map generation processes involving COMSOL and external routines is given.
The sensitivity of the recoil ion TOF on the FEM mesh is presented. In both sections, the
effect of the respective discretization parameter “tuning” on a is ultimately assessed to be

< 0.2% using the systematic fit prescription described in Chapter [§

4.1 Relativistic particle tracking through EM fields in vacuum

The ion trajectories and TOF through the electromagnetic field is numerically computed in
the MC simulation using a 4th order Runge-Kutta (RK4) integration method [46] with fixed

or adaptive stepsize. The formulation of the initial value problem is given by the following
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equations of motion for each of the three dimensions (i = 1,2, 3):

d[EZ' d?}i . R
v = T pT a;(, 7) (4.1)
wi(to) = 27, vi(to) = v} (4.2)

where z? and v) are the initial values at some starting time ¢y. The ordinary acceleration
vector is derived from the Lorentz force on a relativistic particle of charge ¢ from an electric
field E(Z) and a magnetic field B(Z)[20]:
i(0.7) =L |EvixB— i@ B) (4.3)
moYy c
where v = 1/\/1—2/2. E(&) and B(Z) are trilinearly interpolated from a gridded field
map table provided as an input.

The explicit algorithm for each RK4 timestep and the explanation of the adaptive timestep
algorithm (which is based on SIMION’s timestep algorithm) are provided in Appendix .

4.1.1 Validation of the Tracker using analytically solvable test cases
1D Uniform field problem

The simplest validation test for the ion tracker is that of ion flight through a 1D uniform
field £, = Ey, E, = E, = 0 where the ion acceleration a = gFEy/m is independent of position
and velocity. In the non-relativistic case, the analytical solution for the final position Z(t)

given an initial ion velocity vy and position Zj is
1
Z(t) = EatQ + ’Uot + ZQ (44)

For the case of constant acceleration, the RK4 solution is expected to match the analytical
solution exactly. However, since the tracker uses the relativistic expression for the ac-
celeration term, the tracker solution is expected to deviate from the analytical expression of
Equation to a degree that the ion is relativistic.

To test this, the RK4 tracker is set to track a single °Li ion of velocity vy = +0.005

mm/ns through a field strength Ey = —1000 V/mm. The ion is tracked using a fixed step
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Figure 4.1: Relative error in TOF per timestep for a °Li ion tracked in a uniform electric field.
Error is plotted against ion velocity at the start of each step. The analytical solutions for
the TOF in (a) and (b) use non-relativistic and relativistic acceleration terms respectively.

The analytical solutions are compared to the RK4 solution, which includes relativity.

size of 1 ns for 100 ns, where the ion velocity and position are recorded at each step. To
compare the tracker and analytical solutions, the duration of each step is computed from the
tracked state variables using Equation . The relative error between the RK4 timestep (1
ns) and the duration of each step computed from Equation (At/t = tona — trka)/tana) 18
plotted as a function of the ion velocity at each step in Figure [£.1al For this particular test
case, the relative error per step is ~ —2.5 x 1077 and grows larger in magnitude as the ion

velocity increases.

To show that this deviation can be fully accounted for by relativity, the error is recom-
puted for each step using the relativistic acceleration from the tracker in Equation |4.4]instead
of the constant term a = qEy/m . As Figure shows, for this case At/t is now clustered
around 0. The residual error around 0 is generally < £1.5 x 1077 and is due to rounding

error from finite digit precision of the state variables in the data file.
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1D Linear field problem

For a non-constant acceleration term, the RK4 solution accumulates a truncation error that
is expected to grow with step size h as O(h*). To demonstrate this behavior in the tracker,
Li ions with maximum energy 100 eV are tracked through a linearly varying electric field
E(z) = 100z — 1000 [V/mm] for about 100 ns using fixed timesteps of various sizes. For
this field shape, linear interpolation of the field is exact, and the analytical solution for the

corresponding non-relativistic equation of motion 3275 = Az + C is readily obtained:

Z(t) =

= Q

<cosh VAL — 1) + % sinh VAt + Z, cosh v/ At (4.5)

From this equation the analytical TOF can be numerically solved (by MATLAB) for a given
final ion position provided by the tracker. Consistency between the analytical solution and
the tracker solution is checked by comparing the analytically obtained TOF to the total
tracking time for each ion. Figure shows how the average relative error in TOF (At/t)
and final velocity (Av/v) computed this way converges with decreasing timestep size. In
addition, the ions are tracked using the adaptive timestep algorithm which yields the same
relative error as the converging solutions. Because the analytical expression is again non-
relativistic, the relative differences in TOF and final velocity converge to the non-zero values
of (At/t) = —6.5 x 107* and (Av/v) = +5 x 10~* respectively. The discrepancies are
consistent with the non-relativistic analytical expression overestimating the final velocity

and underestimating the TOF for relativistic ions.

In conclusion, the tracking algorithm demonstrated the expected convergence in the rel-
ative TOF error as a function of RK4 step size for the linear field case, and the adaptive
timestep algorithm chooses a timestep that results in the same relative error as the converg-

ing solutions. Further discussion of the adaptive timestep algorithm parameter tuning is

provided in Section [4.1.2]
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Figure 4.2: Average relative errors in ion (a) TOF and final ion velocity (b) v, as a function of
RK4 timestep size for an ensemble of %Li ions tracked through a linearly varying electric field.
Convergence with decreasing step size is observed, where the non-zero error convergence is

accounted for by relativity.

2D Central field problem

The central field

S
7“2

E(r) (4.6)

is another field for which the tracked ion trajectories can be compared to analytical solutions.
For this field, linear interpolation of the field from the gridded field map table is no longer
exact and interpolation error is present in addition to the RK4 truncation error. Useful test
cases include stable circular and elliptical orbits which can accumulate error over several
periods. For for an ion of mass my and charge ¢ in a circular orbit, the ion orbit radius r

and ion velocity vy are constrained

ko1
. (4.7)
mo7o To
and the orbit period is
2 k1
_ 2o _ 2m S (4.8)
Yo mo7o Yo

T
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where 7, is the relativistic Lorentz factor.

The orbit radius, velocity, and period are thus expected to be constants of motion. To test
this, orbits of varying velocity are tracked through a central field of £ = 50000 [V mm] using
fixed timesteps for 30 periods. At the end of each analytical period T(rg,v), the effective
period T, (7, v,) is computed from the tracked radius r, and velocity v,, and the relative
error T"T—*OTO is obtained. Figure show the relative error in the period after n orbits at
various orbit radii for a 1 mm-gridded field map. The error itself oscillates as a function of
orbit number, where the amplitude and frequency of the oscillations tend to increase with
smaller orbit radius. As radius decreases, the acceleration gradient steepens and the ion
velocity increases. This can increase both the truncation error and the interpolation error.
To differentiate, the maximum occurring error in the period was tracked as a function of field
map grid size for timestep size 1 ns and 0.2 ns. It can be seen from Figure that the error
decreases with grid size for all cases except for grid size 0.25 mm for orbits tracked with 1
ns, demonstrating the presence of error due to field interpolation. The interpretation for the
increase at 0.25 mm is that the truncation error and interpolation error are of opposing sign

and when the interpolation error is small enough, the truncation error begins to dominate.

In any case, the expected diverging behavior with increased grid size is observed.

Elliptical orbits are readily achieved by changing the direction of the ion at the start of the
orbit. Figure[d.4 compares the simulated ion trajectories to analytical ones for various initial
angles v for two grid sizes. The effect of the grid size is most obvious for the trajectories
that probe closest to the center of the field. For these orbits the growing deviation from the
analytical trajectories due to interpolation error is significantly corrected by reducing the

field map grid size from 1 mm to 0.25 mm.
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Figure 4.3: Studies of relative error in effective period of circular orbit for °Li ion in a central
field due to field sampling interpolation error (grid size) and RK4 truncation error (timestep
size). The effective period T,, is computed from the tracked ion radius r, and velocity v, at
the end of each orbit while the analytical period Tj is computed from the starting ion radius
and velocity. The error is computed for various radii of orbit (colors) for a fixed timesteps
of 1 ns (solid line) and 0.2 ns (dashed line). (a) shows the total error in the effective period
after n orbits for an ion tracked in a 1 mm-grid field map. (b) shows the maximum error
amplitude over 30 orbits as a function of grid size for various orbit radii and two different
timesteps. General reduction in interpolation error as a function of field map grid size is

observed.
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Figure 4.4: Comparison between analytical (black) and simulated (colored) trajectories of
°Li ions in a central field for various starting directions . The simulated trajectories in (a)
and (b) are computed using field maps of 1 mm and 0.25 mm grid sizes respectively with

timestep size 0.2 ns.

The analytical expressions for elliptical orbits are as follows:

B a(l—e?)
r(e) = 1 — sgn(cosy) - ecos(¢p — ) (49)
2
— <TOT:(2) — ) - sin® y + cos? vy (4.10)
1

where cos ¢ = x/r and sin ¢ = y/r.

Uniform magnetic field

To test particle tracking in magnetic fields, ®Li ions of varying velocity were flown in circular

orbits through a uniform magnetic field By = 5000 G pointing along —Z using adaptive
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Figure 4.5: Study of relative error of effective period for °Li ion tracked in a uniform magnetic
field B, = —By = —5000 G with adaptive timestep size. Relative error between the analytical
period Ty(ro, vo) and effective period T,,(r,,v,) of each orbit n is computed over 30 orbits

for ions of various velocities/radii. The error is on the level of the rounding error at 1077,

timesteps. The orbit radius ry and ion velocity vy are constrained by

Voo

rog = 4.12
’ 4By ( )
and the orbit period is
2
T = 20 _ g M0N0 (4.13)
Vo qBo

As with the electric field test case for circular orbits, the relative error between the analytical
period Tp(rg, vg) and effective period of each orbit T),(r,, v,) is computed over 30 orbits and
is plotted in Figure The relative error in the period is on the order of 107 and is due

to finite numerical precision, while the error in the circular trajectory is < 1 pm.
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4.1.2  Testing the adaptive step size parameters for a

For the test cases above, it has been demonstrated that decreasing timestep size leads to
decreasing and converging error in the solution, and that the adaptive step size tracking
algorithm chooses timesteps corresponding to the convergent solution. To evaluate the choice
of step size by the algorithm in the context of a, %Li ions from the ®He decay distribution
are tracked from the simulated MOT position to the MCP plane using different values of the
two parameters governing the step size h: the minimum stopping length (SMIN) and the
maximum spatial step (DMAX).
The adaptive timestep algorithm [47] limits the timestep h in three ways:

1. Limits the spatial step to a value DM AX:

»=DMAX/v,  h,=+/2DMAX]/a

2. Enforces a minimum stopping length SMIN to deal with high accelerations compared
to the ion velocity where the stopping length is defined as S = |[v?/a|. If S < SMIN,

the timestep is reduced proportionately:

S
B hSMIN

h/
where the reduction factor is limited to 0.10.

3. The timestep is computed for each dimension separately, and the smallest of those is

used.

The flight of the ions is confined to a cylindrical region defined by the MCP (and electrode
hole) radius (40 mm), a top plane above the ion trajectories, and the bottom plane set at
the MCP position (—91.055 mm). Only ions that make it to the MCP are counted towards
the final TOF distribution. Ions that exit the cylindrical region before reaching the MCP

plane are not tracked beyond that point.
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To assess the effect of the SMIN parameter, ions were tracked using SMIN values of 5
mm and 55 mm. Figure shows the reduction the timestep computed for the nominal
DMAX of 0.25 mm as a function of ion velocity for SMIN values of 5 mm and 55 mm. The
maximum timesteps that occur are 1.43 ns and 0.46 ns respectively. Figure compares
the average timestep per ion track for the two values of SMIN. As seen, a larger SMIN value
results in a stronger criteria for step size reduction at each step and an overall decrease in
timestep size per track. The difference in TOF between the two cases is histogrammed in
Figure [£.7b] The average difference in TOF is distributed around zero and spans up to only
+0.005 ps, which introduces a < 0.1% error in a according to systematic fits. Since the
nominal value of SMIN used in the MC simulation is 10 mm, the study concludes that the
adaptive step size algorithm is operating in a regime which introduces negligible error for
the a measurement.

To assess the effect of the DMAX parameter, ions were tracked using DMAX values of 0.1
mm and 0.5 mm, where the usual value is fixed at 0.25 mm. Figure shows the reduction
the timestep computed for the nominal SMIN of 10 mm as a function of ion velocity for
DMAX values of 0.1 mm and 0.5 mm. The maximum timesteps that occur are 0.42 ns and
2.00 ns respectively. The difference in TOF between the two cases is histogrammed in Figure
[4.8 As for the SMIN parameter, the difference is in the sub ps range, which does not affect

the determination of a to the 0.1% level.

4.1.3  Tracker performance summary

The performance of the Ion Tracker was assessed by simulating the motion of ®Li ions through
various analytically solvable electric and magnetic field test cases. The truncation error of
the RK4 integration method was evaluated by computing the relative TOF error for ions in a
1D linearly varying electric field as a function of RK4 step size. The expected convergence of

the error from the analytical solution with decreasing step size was observed. Furthermore,
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Figure 4.6: Computed adaptive timesteps as a function of ion velocity for °Li ions for the

MOT? field strength. In blue is the initial timestep computed using the spatial parameter

DMAX, in green is the timestep reduced by the ratio of the ion stopping length S to minimum

stopping length SMIN, and in red is the timestep maximally reduced by a factor of 10.
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Figure 4.7: (a) Histograms of the average timestep per ion track using SMIN values of 5
mm and 55 mm for °Li ions tracked through the MOT?2 electric field map. The timestep

reduction factor ranges up to 10 for these events. (b) A histogram of the resulting difference
in TOF.
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Figure 4.8: Difference in TOF between ions tracked with DMAX = 0.1 mm and DMAX =

0.5 mm. The nominal value used in the MC simulation is 0.25 mm.

the adaptive timestep algorithm solution for the TOF agreed with the converged solution.

The numerical error of the trilinear interpolation of the gridded electric field maps was
studied by tracking ions through 2D central fields with initial conditions for stable circu-
lar and elliptical orbits. The relative error in orbital periods as a function of grid size was
computed for a range of orbit radii and two different time steps. In the cases that the inter-
polation error dominated over the truncation error, the error in the period and trajectories
decreased with decreasing grid size, as expected.

The magnetic field tracking with adaptive step size was tested with circular orbits in a
uniform magnetic field where the relative error in the orbital period was tracked akin to the
electric field test cases. The resulting computed relative error was dominated by rounding
error at the 1079 level.

The behavior of the Tracker in these test cases indicates that for an arbitrary field,
provided the field is known exactly, the tracking computational error can be made negligibly

small if the chosen timestep size and field map grid size are small enough. For the full
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field configuration of MOT2, the timestep size is chosen by the adaptive stepsize algorithm,
which can be tuned by adjusting the the maximal spatial step DMAX and minimum stopping
length SMIN. The tuning of these parameters was tested for the MOT2 field by varying them
significantly. The corresponding deviation in the fit of a was observed to be < 0.1%, clearing

the Tracker for the 1% measurement of a.
4.2 Generating the MOT?2 field maps in COMSOL

The Ton Tracker module tracks particles through EM fields represented by field values at
nodes of a 3D uniform grid known as a field map. For the SHe decay simulation, the electric
and magnetic field maps are computed from the measured geometry of the MOT2 cham-
ber electrode array and magnetic field coils, the electrode voltages and coil currents using
COMSOL Multiphysics Software.

To compute the electric and magnetic fields, COMSOL uses the Finite Element Method
(FEM) to solve the Poisson equation(s) with boundary conditions given by the electrode
array surface potentials and the MOT2 coil currents. A general description of the Finite
Element Method (FEM) used by COMSOL is given in Appendix [D] while the specific setup
of the statics boundary value problem for the MOT2 geometry is described below.

The effect of the magnetic field on the ion trajectories and of mesh refinement on com-

putational accuracy of the electric field solution is evaluated.

4.2.1 MOT?2 electrode geometry model and the electric field solution maps

The geometry for the °He decay chamber and electrode array is imported directly into COM-
SOL as an STP file generated from the Autodesk Inventor 3D model of the MOT2 chamber.
In order to successfully mesh the geometry in COMSOL and to make the computation man-
ageable; the model had to be strategically defeatured as to not significantly affect the field
solution in the region of ion flight. In practice, this was done by merging domains of a
common voltage (electrodes, contacting shields, clamps, and rods) and removing vacuum

domains isolated within electrode boundaries as well as small features, such as bolt holes,
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Figure 4.9: (a) Cut out view of MOT2 chamber geometry in COMSOL with chamber body
removed. (b) Cut plane view of geometry meshed with a finite element tetrahedral mesh.

Colorbar indicates element size in meters.

far away from the region of ion flight. This was accomplished by modifying the geometry by
using the Derived Part and Shrinkwrap functions of Inventor and the Virtual Operations in

COMSOL.

Figure shows a cut out view of the geometry used to solve for the electric field
in COMSOL. Within COMSOL, the positions of the electrodes is tweaked to match the
positions measured by mechanical inspection and calibration of the array geometry (Section
. The field is solved for the vacuum domain bounded by the MOT2 conducting surfaces:
the six electrodes and column shields, the grounding can, the MCP electrode surface, the
Beryllium window, etc, and the finite element mesh is restricted to this vacuum domain.
Figure shows the resulting free tetrahedral mesh using the standard parameters of the
“Finest” mesh settings and default 2nd order Lagrange elements (quadratic interpolation

functions for the potential) in COMSOL. As visible the finest mesh elements are clustered
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Figure 4.10: Cut plane display of the electric field solution for the MOT2 geometry and
electrode voltages in COMSOL. Geometry grid in mm and colorbar indicates field strength

in V/mm.

around the smallest geometry features and around surfaces of high curvature, like the shields
and the outer boundary of the electrodes. In contrast, areas around the straight and flat
boundaries, such as the inner perimeter of the electrodes, permit fairly large mesh elements
that tend to grow even larger (> 10 mm) as they move into the empty region of ion flight at

the chamber center. The consequences of these large mesh elements is discussed in Section

423 below.

Figure [4.10| shows cut plane views of the resulting electric field solution computed by
COMSOL for a given set of electrode potentials. In the ion region of flight (z < 20 mm), E,
is nearly uniform by design at —160 V/mm (see electrode voltage optimization in Appendix
) while the perpendicular components are nearly zero due to the cylindrical symmetry of

the electrode geometry.

To use the field in the ion tracker, field maps are exported from COMSOL in ASCII
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Electric Field Profile Along Z Axis
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Figure 4.11: Profile of the electric field component F.(z) along the chamber axis at various
distances from the center for nominal electrode voltage settings. The average value along the
z axis in the regions of flight (z < 10 mm) is (E,) ~ —158 V/mm. The sharp discontinuities
in the field from point to point arise from the linear interpolation of the electric field over

the coarse 1st order mesh elements (2nd order in potential) in those regions by COMSOL.

format, where the field components are evaluated on a uniform 3D grid of a specified grid
size. The files are usually converted to a binary file for compression and faster processing.
Figureshows a typical electric field profile E,(z) along the chamber z axis at various radii
from a 1-mm gridded field map plotted in MATLAB. Because the interpolating functions
used in the FEM solution of the electric potential are 2nd order, the electric field interpolation
is only to 1st order within each element, which means that the derivative of the field is not
continuous across mesh element boundaries. This results in abrupt changes in the field profile

that coincide with the mesh element size in that region (as large as 10 mm).
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4.2.2  FElectrode voltage scaling and optimization for field uniformity

The solution for the electric potential can be decomposed into a linear combination of ho-

mogeneous solutions that also satisfy the boundary conditions at the electrode surfaces

V=> aV (4.14)
k=1

where the normalized solution Vj takes a value of 1 at the kth electrode boundary and is
zero at all other electrode boundaries, and is scaled by coefficient a; to match the specific
electrode boundary potential. Since the electric field components are just derivatives of the
potential, they can also be formulated in this way. Once the basis solutions are obtained,
a unique solution can be obtained by matching the solution coefficients to a given set of
electrode voltages. In COMSOL, the basis solutions are obtained by solving for one non-
grounded electrode at a time while grounding all other electrodes. The solutions are exported
as base maps and are scaled and combined into a final field map using a separate routine
in C++ to match the target electrode voltages. This arrangement allows for streamlined
generation of field maps for systematic studies of the electrode voltages without having to
resolve for the fields in COMSOL. Additionally, the voltages can be optimized to yield a
specific target field configuration for the given electrode geometry, such as a uniform field,
by solving for the solution coefficients using a linear least squares method, as outlined in
Appendix [E] For consistency, the same set of quasi-optimized voltage settings were used for
the %He data runs rather than those determined by the optimization routine for the correct
geometry. The voltage settings are termed quasi-optimized because they were computed for
the initial ideal MOT2 design geometry, rather than the realized geometry, and were not
adjusted according to the HV calibration of the electrode voltages. Thus, the field profile in

Figure [4.11] is not completely uniform.

4.2.8  Mesh refinement study for the electric field maps

The approximate solution that satisfies the solver convergence criteria does so for the system

of equations formed by the elements of a particular mesh. Therefore, the quality of the
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discretization ultimately determines how well the converged solution matches the exact solu-
tion. This depends on how well the mesh resolves the the relevant features of the geometry
as well as variations in the field, both of which depend on element size and order (the order
of the interpolating functions within each element or Lagrange element order). A mesh can
thus be refined by remeshing with a smaller or larger elements for some global or locally
specified elements or by changing the Lagrange element order.

In COMSOL, the refinement study can be performed manually by running a parametric
sweep of a mesh parameter or by using a Mesh Refinement solver that refines a subset of
mesh elements based on an element error indicator. Typically, the error indicator is the L2
norm of the elements which depends on the residual of the solution for the element and the
element size. More on the details and options of the Adaptive Mesh Refinement study can
be found in [9].

To evaluate the effect of the mesh on the electric field solution accuracy, both a manual

and adaptive mesh refinement study is performed for the MOT2 geometry.

Manual mesh refinement study

For the manual refinement study, a parametric sweep of the minimum mesh element size is
performed, where the geometry is remeshed as the minimum element size parameter (defined
as the longest element edge) is systematically varied between 0.4 mm and 1 mm. The element
size distributions for the resulting meshes are compared in Figure[4.13a] which shows that the
difference in the distributions of mesh element size is modest. The relative difference AE. /E,
between two of the resulting field map profiles at the MOT region are shown in Figure [£.12]
Here the relative difference AFE./E, fluctuates up to 10~* around zero. As for Figure m,
the abrupt changes in the field are due to linear field interpolation across a coarse mesh in
that region. Sensitivity of the ion TOF to these fluctuations is determined by tracking the
recoil ion distribution through the different field maps produced by the refinement study.
The difference in TOF for individual ions flown in the different field maps is histogrammed

in Figure|4.13b| The absolute differences in ion TOF between maps span up to 20 ps with the
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Figure 4.12: Relative difference in the electric field profile AE,/E, along the z axis at listed

radii for two different mesh initializations (minimum element sizes of 0.4 mm and 0.6 mm).

average deviation being < 5 ps, corresponding to a relative error ATOF/TOF = 2 x 107°.
A complete systematic study of the effect is presented in Section [8.3.2] and shows that the
effect of this error on a is 0.13% with the Ty floating fit implemented.

Adaptive mesh refinement study

For the adaptive mesh refinement study, the mesh is refined automatically by COMSOL in
order to reduce an error indicator. The error indicator provided is an integral of the field over
the volume bounded by an inner cylinder of radius 13 mm spanning from —90 < z < 80 mm,
and the elements refined are those elements within the cylinder contributing to the largest
change in the field integral. The result of the adaptive mesh refinement was an increase in
mesh element size for these elements and changes in the TOF on the same order as for the
manual refinement studies.

The increase in the refined element size indicates that the problem is likely poorly condi-
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Figure 4.13: (a) Distribution of mesh element size for meshes parameterized by various
minimum element sizes. (b) Study of °Li ion TOF sensitivity to field maps generated from
meshes parameterized by various minimum element size. Histograms show the difference in
TOF for individual °Li ions (from %He decay) tracked in the corresponding field maps when
compared to the 1 mm nominal map. Variation in the TOF arises from the fluctuation in the
field between solutions using different randomization of the mesh elements. While the effect
is random, it produces a relative shift in the spectrum depending on the initial mesh element
distribution wrt to the ions. The average difference is 5 ps, corresponding to a fractional

difference on the order of 2 x 1072 or less.

tioned for the purposes of refining the field solution in the central region of interest. Because
the outer features of the array are smaller, they are more finely meshed, and most of the
computational time is spent finding an accurate solution outside of the region of interest.
While this is necessary, as inaccuracies in the field solutions ultimately propagate inward
from the geometric boundaries, this leads to relatively poorer resolution of the field in the
region of interest compared to the outer regions. As seen in Figure the size of the mesh
in this region is 5-15 mm, compared to the nominal 1 mm grid size of the interpolated field

maps. (Because of this, the nominal grid size of the field map is not a limiting factor for
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resolution.) To better scale the problem, a combination of further defeaturing and manual
mesh refinement for sections of the domain would need to be performed. However, as already
stated, for the given field geometry (exhibiting a predominantly uniform field in the region

of interest), the effect does not exceed the 0.2% level in a.

4.2.4  The MOT2 magnetic field

The ions experience a quadrupole magnetic field from the MOT2 trapping coils that weakly
affects their trajectories compared to the electric field. To estimate the sensitivity of the
ion TOF to the magnetic field, ions are tracked through a magnetic field map generated
from an approximate model of the MOT2 coils in COMSOL. In the model, copper coils of
124 mm inner diameter and 17 x 28 mm cross-section are placed 240 mm apart. Each coil
has 80 windings and carries 15 A in an anti-Helmholtz configuration. The resulting profiles
of the magnetic field components along corresponding axes is plotted in Figure [4.14 To
estimate the effect of the field on the ion trajectories, a distribution of °Li ions from %He
decay was flown through the nominal electric field map with and without the magnetic field
map. The displacements in the final hit positions and TOF is plotted in Figure [4.15b] The
displacement in the ion TOF increases up to 80 ps with radial hit position on the MCP due
to the large magnitude of the radial velocity and magnetic field products in those regions.
Despite this appreciable effect on the TOF, systematic fits of a described in Section [3.3.§]
show that the effect is negligible to 0.1% in a. This is attributed to the azimuthal symmetry
of the ion trajectories and the transposition symmetry of the quadrupole field, which causes
a spread in TOF for events with larger radial velocities, but not a systematic change in the
overall distribution. In light of the small effect on a, the magnetic field map is used in the

MC simulation as is, with no further refinements.
4.3 Performance summary

This chapter described the functionality and accuracy of the ion tracking algorithm and

the field map generation processes for the Ion Tracking module of the MC simulation. The
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Figure 4.14: Profile of the magnetic quadrupole field components along corresponding axes
of the MOT chamber generated in COMSOL for a pair of anti-Helmholtz coils on the X-axis.
The gradient of the field along the X axis equals ~ 10 G/cm, while the gradient along the

Y and Z axes is the same by azimuthal symmetry and equals ~ —5 G/cm.

numerical accuracy of the ion tracking algorithm was assessed by simulating the motion of °Li
ions through the various analytically solvable electric and magnetic field test cases described
above. Truncation error and interpolation error in the numerical solution was shown to
decrease and converge with decreasing step size and grid size to the limit of numerical
precision, demonstrating parameter tunability to decrease the computational error in a.

The sensitivity of the recoil ion TOF to the adaptive timestep algorithm parameters SMIN
and DMAX was assessed by tracking ions through the MOT2 field map for various parameter
values. It has been shown that the TOF is insensitive to variation in the parameters around
their nominal values to the sub-ps level. The corresponding uncertainty in a is therefore
negligible.

The MOT electric and magnetic field maps were solved for the MOT2 chamber geometry

using COMSOL FEM software. Manual and adaptive mesh refinement studies were con-
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Figure 4.15: (a) Vector plot of MOT2 mangetic field in YZ and XZ planes. (b) Difference
in MCP hit position (Z — zp) and TOF (TOF — TOFy) for ions tracked with and without
the MOT2 magnetic field. Asymmetry in the hit position displacement can be understood
by visualizing the ion velocity vectors along their trajectories in (a), where the dot product
between the field and velocity component is greatest along the X axis and is relatively small
along the Y axis. Likewise, the TOF displacement can be understood in terms of the dot

product of the radial velocity and field.
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ducted to estimate the computational error in the TOF from discretization of the geometry.
Resulting relative fluctuations in the electric field profile AE,/E, of 107* caused the recoil
ion TOF to vary by an average of 5 ps (ATOF/TOF = 1075), ultimately affecting a at the
level of 0.2%.

While the accuracy of the generated field maps in COMSOL have been tested with the
mesh refinement study, it is recommended that the reproducibility of the field map solutions
be further tested in COMSOL by comparing them for different convergence criteria, solvers,
and more drastically different mesh initializations. Ideally, the geometry of the problem
would be further reduced/refined to concentrate the computational expenditure to regions
that affect the field in the region of ion flight.

Thus, the Ion Tracking module of the MC simulation is validated and contributes at
most 0.2% error in a for the nominal discretization settings, meeting the criteria for a 1%

measurement.
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Chapter 5

DETERMINATION OF THE MOT-MCP DISTANCE USING
PHOTOION TOF MEASUREMENTS

One of the largest sensitivities of a to setup parameters is to the distance between the
MOT vertical position (the centroid of the spatial profile) and the MCP horizontal plane.
MC studies show that the sensitivity of a to the MOT-MCP distance Z is (1/a)0a/0Z =
0.22%/100 pm (Section 8.3.4). A method of determining Z is to measure the TOF spectrum
of 5He ions originating in the MOT cloud during runtime and to adjust Z in the simulation

to yield a matching spectrum.

A double-coincidence TOF measurement can be performed by photo-ionizing the atoms in
the MOT cloud with a laser, where the start time comes from the laser trigger in the PMT and
the stop time from the detection of the photoion on the MCP. Because the trapped atoms are
well localized and are nearly at rest, the physical TOF spectrum consists of a single TOF peak
whose location depends on the ion mass, charge, initial position and velocity distributions,
and the ion trajectories through the electric field. The measured photoion TOF includes a
T, timing offset specific to the photoion setup. The offset comes from the relative delays
introduced between the start and stop detection schemes arising from the detector processes,
signal transport times, and the way the signal is digitally processed. This offset is measured
separately using the methods outlined below and is subtracted from the spectrum to obtain
the physical ion TOF which can be simulated in the MC simulation. The simulation is used
to find the Z that matches the simulated peak location to the measured TOF peak, provided

the electric field E (%) is accurately known and simulated.

The accuracy of the determined Z using the photoion peak matching method is tested by

taking additional photoion TOF measurements in various different field configurations and
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then evaluating agreement with simulation. Figure[5.I]shows a comparison of simulated TOF
spectra to “He photoion data taken in July 2016. In this case, not all the simulated peaks
match the data for the determined Z. A mismatch between the simulated and measured
TOF peaks of up to 2 ns indicates an issue in either the simulation of the electric field or the
determination of the photoion Ty offset. At the time, a recent calibration of the electric field
parameters did not indicate that the simulation of the field was incorrect, which prompted
an involved investigation into the determination of the photoion 7y and the associated sys-

tematics. MC simulation studies indicate that the photoion 7, must be determined to 200

400
—— July 2016 Data

350 —— Simulation

300

al A
0 : , : ‘
300 320 340 360

200 220 240 260 280
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Figure 5.1: *He photoion TOF peaks measured in various electric field configurations com-
pared with simulation. The 218 ns TOF peak in the typical field is matched between sim-
ulation and experiment by adjusting the MOT-MCP vertical distance Z in the simulation.
The mismatch between the other peaks indicates an issue in the electric field or photoion Tj

determination.

ps for the lowest field configuration using *He in order to achieve 100 um accuracy in the
SHe MOT Z position. Two methods for determining the photoion Ty explored at length are
detailed in this chapter: the “field scaling” method and the “paired isotopes” method. The
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systematic uncertainties of both methods include systematics of the uncertainties in physi-
cal properties of the spectrometer geometry and the atom cloud as well as detector-specific
timing dependencies. The contributions of these uncertainties to the final measurement are
discussed. Ultimately, the studies show the difficulties of obtaining the photoion 7 to 150
ps and reveal complications in using either method to obtain a reliable measurement of the

MOT-MCP distance.
5.1 Experimental setup

The ®He experimental setup allows for the trapping of *He, *He, and ®He isotopes within
MOT?2, with *He and “He being supplied by bottles while 5He is produced with a beam from
the accelerator target during runtime. The trapped atoms are photo-ionized by a pulsed
laser, where the start time comes from the laser trigger in the PMT and the stop time from
the detection of the photoion on the MCP. Figure [5.2] shows a sketch of the experimental
setup for the photoion TOF measurement. The photoionizing laser is a pulsed nitrogen laser,
emitting 337.1 nm photons capable of ionizing helium atoms in the 23P, state, the excited
state of the trapping transition. Two different lasers were alternatively employed over the
course of the experiment: an SRS NL100 and a Photonics LN203. The LN203 is a thyratron
triggered “strip line” HV discharge laser supplied with N2 gas flow while the NL100 is a
sealed laser tube within a modular cartridge. The specs for the LN203 quote a shorter pulse
than the NL100 (600 ps vs 3.5 ns FWHM), a higher max firing rate (50 Hz vs 20 Hz) and
higher peak power (167 kW vs 45 kW), so it is the preferred laser for the photoion TOF
measurement while the NL100 acts as a spare. Both lasers experienced various failure modes
throughout the experiment and had to be swapped out with one another for servicing. The
specific laser used to collect a given data set is thus indicated in the subsequent sections.
To reduce the pick-up of the radiation from the laser discharge in the DAQ system, the
photoionizing laser is situated in the basement of the experimental area. Figure [5.3| shows
the setup for the laser. The output of the laser is split with a 10% reflective UV mirror.

The 10% component is coupled into a multi-mode fiber whose other end is mounted directly
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into the [ telescope light guide for triggering the PMT. The 90% component is coupled into
another multi-mode fiber whose other end is mounted to a kinematic laser mount that points
the beam at the MOT?2 trap through a viewport. The kinematic laser mount setup (Figure
5.4]) consists of a fiber mount in front of a lens tube containing a plano-convex lens whose
distance from the fiber mount can be varied to adjust the beam size at the MOT. The beam
direction and position at the MOT can be adjusted by turning the two spring screws on
the kinematic mount. MOT spatial properties play a primary role on the photoion TOF
measurement. As detailed in Chapter [6] many of these properties are determined using the

CMOS camera and the MCP image of the Penning ion and photoion events. The orientations

o Y
Pulsed Multimode fiber
................. PMT
N2 Laser = [l
(337 nm) Light
T Guide
X iy - Scint

- — M
_ Ea W W Wa W N
— 6

o1 —
L

MCP

Electrode array

Figure 5.2: Basic setup of the photoion TOF measurement. The pulsed nitrogen laser beam
is split into a triggering beam and an ionizing beam. The ionizing beam is directed at the
MOT through a lens tube and a viewport while the triggering beam is fed directly into the
light guide of the Scintillator-PMT assembly. An electric field accelerates the photoion to
the MCP and the TOF is measured, using the PMT trigger as the start time.
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of the CMOS camera, the photoionizing laser, and the MCP wrt to the chamber coordinate
system are shown in Figure 6.13] To first order, the MOT shape is an oblate 3D Gaussian,
with o, ~ 0, > 0, due to the axial symmetries of the quadrupole field, where the exact size,
shape, temperature, and density of the MOT depends on the parameters of the magnetic field
and the trapping laser beams. As outlined in Section [6.2] the trapping beam parameters are
cycled through “capture” and “cooling” phases, producing “hot” ( mK, o ~ 700 — 800 pm)
and “cold” ( mK, ¢ ~ 200 — 300 um) MOTSs respectively.

The atoms in the MOT efficiently ionize residual gas in the chamber to form Penning
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Figure 5.3: Setup of the LN203 laser in the basement of the experimental area. A partially
reflective mirror splits the beam into 10% and 90% components for the PMT trigger and
the MOT ionization beams respectively. The PMT beam passes through multiple fixed and
gradated neutral density filters (NDF's) to attenuate the beam to the desired intensity for

the PMT trigger pulse.
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ions which are collected and imaged by the MCP. Unlike the sub-mK photoions, the thermal
Penning ions ballistically expand on their way to the MCP. Thus, depending on the electric
field configuration, the Penning ion image is typically a few hundred pum larger than the
MOT itself, while the photoion image is comparable to the size of the MOT provided that
the ionizing laser beam aptly samples the entire MOT profile.

Figure compares MCP Penning ion and photoion profiles for a hot and cold MOT.
Apart from the cold MOT being more localized than the hot MOT, it is also dense enough
for the atoms to self-ionize. The resulting MCP Penning ion image profile is thus a composite

of at least two Gaussians, a narrow distribution from self-ionized sub-mK He ions, and the

T2. v/i’éwportf_

Lens tube

Fiber mOLintJ///( ‘

Figure 5.4: Kinematic mount setup for the MOT2 ionizing laser beam consisting of fiber
mount and focusing lens tube mounted to a kinematic mount to adjust the direction of the

laser beam entering the MOT2 view port.
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wider distributions from the other thermal residual gas ions (Figure [5.6b). Both types of

MOTs have been used throughout the photoion TOF measurements discussed below.

5.2 Stability of the photoion TOF

A “He photoion TOF spectrum obtained with this setup is shown in Figure The TOF
profile is nearly Gaussian, with profile and centroid location depending primarily on the

MOT properties, the ionizing laser spatial and temporal profiles, the laser alignment with

ychamber

xchamber

Figure 5.5: Orientations of the MCP, CMOS camera, lasers, and chamber XY coordinate

systems.
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Figure 5.6: (a) Overlaid slices of the MCP Penning ion and photoion distributions in X for
a “hot” and “cold” MOT. Profiles are generated from a 100 um slice in Y around image
centers. The Penning ion profile for the cold MOT shows clearly the superposition of the
narrow self-ionized He distribution with the residual gas distributions. (b) MCP singles
image of penning ions for ’He decay data taken in June 2017, showing a 3D representation

of the self-ionized He with the residual gas distributions.

the MOT, the electric field, and the timing response of the detectors. The dependence of
the photoion TOF on all of these factors makes it an excellent diagnostic to monitor the
stability of these components at once.

The system stability is demonstrated by monitoring the *“He TOF over a period of 20
hours shown in Figure [5.8 Each point is the time average of the TOF peak events over
~ 350 s, amounting to &~ 1200 events per interval. The standard deviation of each sample is
~ 450 ps. To assess whether the fluctuations in the TOF centroids over time are significant
compared to statistical variance of the TOF distribution, the student t-statistic with pooled
variance was computed for each combination of time sampled distributions according to the

formula in Section 14.2 of [46]. Figure shows a comparison of the computed student-
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Figure 5.7: Histogram and fit of a typical photoion TOF coincidence peak.

t distribution to the expected distribution, where the average effective degrees of freedom
equals the average number of points between compared distributions. The disagreements in
the tail are fluctuations in the TOF beyond statistical fluctuations. As seen in Figure[5.8] the
range of the instability is < 50 ps. Since the position stability of the MOT is demonstrated
to be better than 15 um (Section only 18 ps of the TOF fluctuation can be explained
by MOT instability. Fluctuations up to 50 ps are therefore attributed to a combination of

the ionizing laser parameters and detector response.

5.3 The field scaling method

5.8.1 Determination of Ty with field scaling

To accurately extract strongly correlated quantities from the photoion TOF, such as the
MOT-MCP distance (Z) and Tj, methods of distinguishing the quantities must be devised.
One scheme for the determination of Ty is to measure the photoions TOF at different electric
field strengths (called the “field scaling” method from here on). For a general electric field

and photoions initially at rest (as is approximately the case for the photoions), the simple
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Figure 5.8: Time average of “He photoion TOF over 20 hours, showing stability to within
50 ps.
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Figure 5.9: Distribution of the student t-statistic computed for the *He photoion TOF data
partitioned in time in Figure [5.8 The student-t distribution for the average degrees of

freedom 1is overlaid in red.

expression for the TOF is
TOF (k) = ay/— + Ty (5.1)
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where a = \/m for the case of the uniform field £, or some effective ratio for the case of
a non-uniform field. Here m and ¢ are the mass and charge of the photoion, and k is the field
scaling factor, experimentally varied from 100% to 35% of the nominal field strength value
E, ~ 155 V/mm by scaling the electrode array voltages. A measure of T is obtained by
fitting the centroids of the photoion TOF peaks as a function of field scaling k to Equation
above, as was done in Figures [5.10al and [5.10b| for the *He, 3He, and ®He field scaling

runs in June 2017.

In general, the ion TOF in a non-uniform electric field depends on the the ion trajectory
through a spatially-dependent field, but as demonstrated in Appendix [F] for ions initially at
rest, the ion trajectories do not change as a function of the so-called scaling parameters k, m,
and ¢, and the TOF simply scales. (Though, technically, the photoions do have a non-zero
initial velocity, the effect on the T determination, as discussed in Section |5.10}, is negligible
at the 10 ps level.)

The largest sensitivity of this method, as will be discussed in Section |5.6| is on the proper

scaling of the field. For the analysis of the data in Figures [5.10af and [5.10b, a 500 — 700

ps correction to the fitted Ty parameter was obtained from simulation to account for the
non-linear error in scaling determined by the HV monitoring system.

The four corrected Ty measurements from the field scaling data sets are plotted in Figure
[.17] along with their weighted average. The four values are in statistical agreement and
the uncertainty on the mean Tj is 70 ps. The obtained Ty is subtracted from the measured
photoion TOF and the physical TOF peak locations are compared to those tracked by the

simulation.

5.3.2  Determination of Z using simulation

In the simulation, the MOT is parameterized by a 3D Gaussian spatial profile whose width is
approximated by the CMOS image of the MOT and a Maxwell energy distribution matching
the approximate temperature of the MOT. The change in TOF with change in distance Z

can be understood by assuming a uniform field as in Equation and taking the derivative



117

4 3 i ic Fi i ) - .
351e and “He Photoion TOF vs Electric Field Scaling 458He and ®He Photoion TOF vs Electric Field Scaling
3 4_He 4 ¥ 4He e
Tg'::d curve af}:q 0410 400 ——fitted curve a./sqrt(x)+t0
300+ fitted a =218.8771 +0.087381 - E CHe a =218.5507 +0.22503
Itted curve t0 =-81.6208 +0.11241 |——fitted curve t0 =-81.3932 £0.28218
\5 =4.2837 350 X. =11.4869
6
H
= 250 3He = 300 a./gqrt(x)+t0
= a./sqrt(x) +t0 c a =268.1719 +0.15934
w a =189.8321 +0.082916 o t0 =-81.5602 +0.20473
S t0 =-81.4351 +0.10803 S 2 5093
=200} \? =3.1617 F 250 X, =5
200
150
150
100 - . . 100 .
0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
Normalized Residuals _Normalized Residuals
2F 2
0f or
2
2 . L s
0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
Scaling Parameter k Scaling Parameter k

(a) (b)

Figure 5.10: T, determination using field scaling analysis on the the June 2017 *He, “He
and “He photoion TOF measurements. Ty is fit as a function of the electric field scaling k
assuming perfect scaling. It is assured that the isotope pairs are measured in a common field
configuration by switching isotopes in the same instance of field, and this is reflected in the
common behavior of the fit residuals of (a) and (b). In (b) the & = 0.5 setting is omitted

due to a wrong field setting.
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Figure 5.11: Ty measurements from field scaling method after the scaling correction is applied.

Red line is the weighted mean. The individual measurements do not deviate from each other

significantly.

wrt to Z:

dTOF m
dz — \ 2kE.Z (5-2)

The change in the slope dTOF/dZ over a possible shift in the MOT position at the 100 pm
level is on the order of ps/mm and so the slope can be assumed to be constant over MOT
position. The slope scales with isotope mass and the field scaling (o< v/m, o 1/v/k). For
reference, Table lists dTOF/dZ for *He, “He, and SHe for the £ = 1 nominal field and
the k = .51 low field configurations used in the June 2017 %He data runs, as determined by
simulated systematic studies.

In general, the the MOT position in the simulation is adjusted to have the centroids of
the simulated and measured photoion TOF peaks coincide. Assuming a constant error AT
and a displacement of AZ between simulation and experiment for all isotopes and scalings,

the difference in the TOF centroid between simulation and experiment (TOF).p,— (TOF) i,
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18
dTOF[dZ)|p=1AZ
Vk

ATOF(k) = AT, + ( (5.3)

In this form, it is apparent that the sensitivity to AZ grows with decreasing field strength.
If the error AT} is unknown, it would not be possible to match the simulated and measured
photoion TOF peaks for all scalings £ by adjusting the common Z in simulation. However,
it would still be possible to flatten the TOF difference curves in [5.13] so that the residual
(ATOF = ATy) is constant across scalings. Either way, matching the peaks for the lowest
field configuration provides the most sensitivity to AZ regardless of ATy.

Figure shows the residual (TTOF).,, — (TOF )y, for the June 2017 field scaling
photoion data after matching the simulated and measured TOF peaks for the £ = 0.35 run
for each isotope instance. (The overlays of the simulated and experimentally measured TOF
spectra for each scaling after peak matching are shown in Figure |5.12|) The residual is
expected to be flat across scalings to 50 ps. While this is the case for the “He 06/15/17 run,
the shape of the residuals are not flat across scalings and grows to 100 ps for the 3He and *He
06/17/17 k = 1 residuals. The shape of the residual curves indicates that either T} is not
a constant from run to run as assumed, the simulation is inaccurate, or there is some other
unidentified systematic effect. The subsequent sections in this chapter look into the potential
physical and detector-related sources of systematics that can affect the measurement to this

level.

5.4 Paired isotopes method

Alternatively, the use of multiple isotopes in the same field configuration provides a way to
forgo accuracy on the scaling parameter k£ by allowing one to solve for T} for each field setting,
with the expectation that Tj is a constant if all other variations in variables are accounted
for. The expression for Tj is obtained by solving a simple system of two equations (Equation

using the known masses of the paired isotopes and assuming the same position for both:
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Figure 5.12: Overlays of the simulated and experimentally measured “He photoion TOF

peaks after subtracting out the T offset from the data and setting the MOT position in

simulation so that the simulated and measured TOF centroids for the £ = 0.35 configuration

coincide.
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Figure 5.13: Differences in the photoion TOF peak centroids between simulation and exper-
iment for the June 2017 field scaling data. The MOT position in simulation is adjusted so
that the simulated TOF peak centroids between data and simulation match for the & = 0.35
field configuration. The same positions are simulated for the rest of the scalings for each

isotope respectively. See text for discussion.
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<ZTOF - —ATOF( )> (5.4a)

my = /Mge) + /M@ He) (5.4b)

ma = \/Mge) — /M@ He) (5.4c)

Y TOF = TOF (k) + TOF@e (k) (5.4d)
ATOF = TOFuge (k) — TOFp g0 (k) (5.4e)

While the difference in the photoion position and spatial profile is not important for mea-
suring T using the field scaling method, as its contribution to the TOF will scale with the
electric field, the paired isotope analysis is very sensitive to the difference AZ. This can be

accounted for by modifying the mass terms in Equation to first order in AZ/Z:
AZ

my — my + (3H6)§ (5.5a)
AZ
ma — ma — (3H6)§ (5.5Db)

where Z is the approximate MOT to MCP distance for “He. To give an idea of this effect,
Figure shows a simulated example of the Ty solution using Equation 5.4 where the *He
MOT is 80 pum below the “He MOT and the difference is unaccounted for. Similar to the
June 2017 data (Figure , the Ty climbs 500 ps as a function of scaling strength k£,
and the absolute offset at £ = 1 from the simulated “true” value (80 ns) is —500 ps. When
the correction using the terms in is applied, a constant and accurate Tj is recovered

independent of k as expected.

5.4.1 Determining Ty using the paired isotopes method

Figures [5.15al and [5.15b] show the extracted Tj as a function of field scaling k for isotope pair
data in[5.10al and [5.10b| where the slight difference in MOT position between *He and *He

was accounted for by modifying the mass terms according to CMOS images of the isotopes

taken on 06/16/17. The images indicate that 3He is 20 ym below ‘He (Figure [5.16))). If
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Simulation of paired isotope method for 3He and *He
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Figure 5.14: Simulated example of the T, solution from paired *He and *He TOF mea-
surements where the 3He MOT is 80 um below the “He MOT. A comparison of the ”true”

Ty value, the uncorrected solution, and the solution using the mass term mondifications of

Equation are shown.

unaccounted for, the relative position difference would cause a 100 ps variation in Ty across

the scaling runs.

However, in both data sets, Ty changes by an additional 600-800 ps across scalings. If
one insists that this is due to an underestimation of the isotope position difference, applying
an artificial position correction with the objective of flattening the T} vs k graph should also
bring the Tj to the true value. After doing this to the June 2017 for *He and “He data, Tj
of the paired isotope method is ~ —80.300 ns, nearly 2 ns above the T obtained using the

field scaling analysis.

Because the paired isotope analysis is so sensitive to the relative MOT position, it can
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Figure 5.15: T, determination using paired isotope analysis using the June 2017 3He, “He
and SHe photoion TOF measurements. Ty is solved for each scaling configuration k using
the TOF of two isotopes assuming a common field. It is assured that the isotope pairs are
measured in a common field configuration by switching isotopes in the same instance of the
field. In (b) the k = 0.5 setting is omitted due to a wrong field setting. The relative difference

in isotope positions for (a) was taken into account.
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Figure 5.16: Relative 3He and “He MOT vertical centroids and widths for the June 2017

photoion data as determined from the CMOS camera images. “He is 20 ym above *He.

be used to constrain the position of one isotope wrt to the other.
5.5 Discrepancies

There is an issue with the field scaling and the paired isotope methods in determining 7Ty
and MOT-MCP distance Z. The paired isotope method shows an unexplained change of
600-800 ps in Ty between the strongest and weakest field configurations. Likewise the field
scaling analysis shows inconsistency between experiment and simulation up to 150 ps when
using the measured value of Tj obtained with the field scaling method (after correcting for
improper scaling). The values of T between the two methods agree within 200 ps and 800
ps for the lowest and highest fields respectively. The various simulation and experimental

studies performed to find the sources of these discrepancies are presented below.
5.6 Non-linear scaling error

In order for Equation to be valid in practice, the electrode voltages must scale together

and any error in the scaling parameter must be linear in & such that ke, o< kgssymeq- This
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linear error in the scaling does not affect the determination of T because it is absorbed
into the o parameter in Equation . (This is equivalent to the fractional error Ak/k =
(keap — Kassumed)/ (Kassumea) being a constant of the scaling.) In contrast, a non-liner error
in k such that ke, o< k2, ,meq COmpromises the scaling and systematically affects the fit of
Ty. Such an error can easily arise from the non-linear gain of the high voltage supplies for

a given control voltage, namely V,,, oc V2

2, In this case Ak/k is no longer a constant of k.

For the June 2017 photoion data, the HV calibration of the supplies (Chapter [3) revealed

Fractional Error in Voltage Scaling for Each Setting
Based on Divider Calibration (061517 He-3/He-4 TOF)
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Figure 5.17: Fractional error in the relative field strength parameter k for the June 2017

photoion TOF measurements as determined by subsequent HV system calibration.

a deviation from the assumed scaling of Ak/k = 0.2-0.4% across the scaling range (Figure
5.17). The fractional error Ak/k was not constant, and so the error in the scaling was
not linear in k. To assess the effect of the improper scaling on the fit of Tj, the ion TOF

was simulated using field generated from the experimentally measured electrode voltages.



127

Applying the field scaling analysis to these simulated data sets showed that this variation
in scaling introduced an error Ty(fit) — To(true) equal to 560 ps for *He, 490 ps for *He,
and 720 ps for SHe. Figure shows the effect for the *He and SHe simulated fits, where
the true Ty is simulated at 0. This offset is applied as a correction to the June 2017 Tj
fits obtained assuming perfect scaling. The correction is relatively insensitive to the chosen
position of the MOT in the simulation (AT,/AZ = 15 ps/3 mm).

The uncertainty on the obtained fractional error Ak/k in Figure comes in part from
the systematic uncertainty of the HV divider monitor calibrations. Assuming the measured

voltage V' relates to the true voltage V' by some quadratic relation

V' =nV + pV? (5.6)
the relative error Ak/k is linear in k:
BV
Ak/k = —Fk 5.7
k=" 57

where, 1} is the value of the voltage at k = 1. The slope in this relation is effectively the
ratio between the non-linear and linear voltage gain terms.

Systematic studies for the *He and SHe isotopes reveal that a slope of 10~* introduces a
shift in Ty of ~ 20 ps for both isotopes, and a slope of 10~% introduces a shift of ~ 200
ps. Ultimately the calibration accuracy is limited to the accuracy of the CPS probe used to
calibrate the divider readings. As a rough estimate, the total change in gain across the voltage
range of the CPS probe compared to the NIST reading in Figure is used: B~ 107%/V
and n =~ 1. For the nominal voltages of E3 and E4 (= 10 kV and =~ 14.2 kV), the slope in
becomes 1-1.5 x 107%. So the error in the Ty fit due to the non-linear calibration error of
the HV divider monitors becomes approximately 30 ps.

The uncertainty in Ty due to the differences in the scaled voltages between the 06/15/17
and the 06/17/17 scaling runs is also taken into account since the simulated electric field is
based only on the 6/17/17 reading. This uncertainty is estimated by computing the relative

difference Ak/k as a function of k between the two days as determined from the measured E3
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Figure 5.18: (a) Simulation of the effect of improper voltage scaling on the determination of
Ty using the field scaling fits for “He and ®He. (b) Simulated effect of the measured voltage

drift on the Ty determination using the paired-isotope method

voltages for each data run. The slope of the relative difference Ak/k o k is estimated from
the total change in the relative error across the range: ~ 10~*, which, as before, introduces
a shift in T of ~ 30 ps for both isotopes.

Finally, since the two isotopes are measured back-to-back for a given field configuration
(°He-'He, “He-SHe, He-*He, etc.), the drift in the voltage over the course of this time is
taken into account. The drift is estimated by comparing the voltage readings from the first
half of the ramp to the second half for each scaling and AV/V is found to be ~ 107°. The
respective field maps based on the voltage measurements were used to simulate the effect on
the Ty fits, which was found to be negligible to 1 ps. For the paired isotope method, this
drift effect leads to a shift in Ty of 50 ps over the scaling range, as seen in Figure [5.18b]

However, the direction of this effect is opposite of the one seen in Figure [5.15]
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Overall, the uncertainty on the 7j correction for the improper scaling is estimated to be
50 ps. The error in the determined Z position via simulation peak matching due to this error
in Tp is 48 pm, 42 pm, and 34 pm in 3He, *He and %He respectively for the k = 1 scaling.
As mentioned, the error in Z decreases as vk, so it is best to match the lowest field peak in

order to minimize the error due to an incorrectly measured 7y, as is done in Figure [5.13]
5.7 Effects of voltage error on Z determination

In addition to introducing uncertainty in the photoion 7}, error in the voltages introduce
offsets in the determined photoion Z position for each independent TOF measurement. A
relative error in the field of 0.02%, for instance, introduces a relative error ATOF/TOF =
1 x 10~* which translates to a systematic error in Z of 18.5 um that is constant across
scalings for all isotopes. There would be no sign of this error in the residual curve of Figure
.13l

If the error in the voltage not systematic across scalings, the error shows up as an ir-
regularity in the TOF across scalings spanning up to 80 ps for *He and 60 ps for “He at
the highest field. This might seem to explain the residual in Figure [5.13} however, it would
require the error in voltage to be ~ 1072 to match the relative error in the paired isotopes
for the largest field, which is inconsistent with the known accuracy of the high voltage cali-
bration. Thus error in the voltage cannot explain the discrepancies in Figure [5.13] and the
contribution to the Z determination error from the voltage error is estimated as ~ 20 um.

The total expected error in the Z determination from the voltage uncertainty (including

Ty effects) is 35 pm. This does not explain the residuals in Figure |5.13]
5.8 TOF through MCP channel

In order to accurately model the electric field in the MC simulation, the positions of the
MCP plane and other electrodes in the simulation are placed according to the mechanical
inspection measurements in Chapter [ff The MOT position is defined wrt to the MCP

surface, and the ions are tracked up to the plane representing the MCP surface. However,
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this treatment neglects the flight of the ions through the MCP channels before impact. The
channels are tilted 8° wrt to the MCP surface normal. Considering the 25 pym diameter of
a channel, on average, the ions are expected to penetrate a distance of ~ 90 pum below the
MCP surface. The TOF of the ions through this distance is on the order of several hundred
ps for the k£ = 0.35 scaled field and depends predominantly on the ion velocity at the MCP
(the additional acceleration from the constant electric field within the channel is negligible).
Since the ion velocity scales with vk (Appendix , the channel TOF also scales as the rest
of TOF like 1/ V'k, and thus, the field scaling determination of Ty is unaffected.

Since the ion velocity scales with 1/y/m, the channel TOF scales with \/m as the rest of
TOF. For this reason the isotope pairing determination of 7Tj is also unaffected.

While neglecting the TOF through the MCP channel does not affect the Ty determina-
tions, the Z position determination via the simulation vs experiment TOF peak matching is
affected. Because the chamber field is nearly uniform, the error in Z will be approximately
equal to the channel flight distance £5 pm for all scalings. Thus, it can be expected that,
depending on the true channel flight distance, the Z determined via photoions can be up to
200 pm higher than the true position in order to compensate for the channel flight distance
in the simulation. Section [B.3.6] addresses the effect of this translation in the simulation of

the a fitting templates and the fit of a.

5.9 Photoionizing laser

5.9.1 Laser spatial distribution and alignment with the MOT

Asymmetries in the spatial profile of the ionizing laser beam or its misalignment (if beam size
comparable to or smaller than the MOT size) will produce an offset between the apparent
and true centroid of the photoion TOF peak. This offset does not affect the determination of
Ty using the field scaling method as Tj is a constant of the scaling in Equation [5.1 However,
the offset is critical when using the photoion TOF to correctly match the MOT Z position
for the MC simulation with experiment or when studying the TOF as a function of MOT
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position. A flat-top ionizing laser profile is therefore generally desired.
The spatial distribution of photoions is the product of the MOT and the ionizing laser
distributions which are typically Gaussian to first order. The product of two univariate

Gaussian distributions a and b is a Gaussian with mean j,, and variance o2

_ M0 + p0

a 5.8
lu b 0_2 + O_S ( )
2.2
2 0,0y
= 5.9
Oab O_g + O,g ( )
and the normalization Sy, of the resulting Gaussian is itself a Gaussian:
1 Ha — b :|
Saup = exp | ——————5= 5.10
’ 2m(02 + 0}) P [ 2(02 + 07) (510

From it is apparent that when the laser beam is comparable to the MOT size (o, ~ 0y),
the TOF peak centroid location depends linearly on the position of either profile. The linear
relationship between TOF and Z holds provided that variations in Z (~ 2 mm) are small
compared to the total distance (~ 90 mm). The photoion detection rate on the MCP then
follows a Gaussian distribution with the rate peaking when the profiles are aligned. If the
laser beam width o, is much greater than the MOT width o,, the TOF and rate become
relatively insensitive to the laser beam position. In practice this is achieved by expanding
the laser beam at the MOT by moving the beam waist further away from the MOT and by
making the MOT smaller ( a cold MOT). To expand the ionizing laser beam, the beam waist
is moved by adjusting the distance of the plano-convex lens from the fiber output in the lens
tube of the kinematic mount setup.

For a given lens position, the ionizing laser profile shape and size can be measured in
place with an auxiliary optics table setup. A mirror installed before the MOT2 viewport
reflects the laser beam onto the setup where the beam intensity is measured while cutting
across the beam with beam block. The beam block consists of a razor blade on a kinematic
mount which intercepts the beam at a distance from the mirror equal to the mirror to MOT
distance. The unblocked portion of the beam is diffusely reflected by a white screen onto a

photodiode which outputs a voltage signal proportional to the total light power collected.
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Figure [5.19shows the LN203 laser profile for a particular lens position in terms of normalized
photodiode signal size as a function of blade position in mm. For comparison, the data is
overlaid with the cumulative probability functions of a flat top (uniform circle) distribution

of radius 2.8 mm and a Gaussian distribution of ¢ = 1.6 mm.
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Figure 5.19: Photodiode signal of collected light from LN203 laser profile as a function of
beam block position in mm. Cumulative probability functions of a flat top (uniform circle)
distribution of radius 2.8 mm and a Gaussian distribution of ¢ = 1.6 mm are provided for

reference.

Figure compares data from ®He alignment procedure for the ionizing laser for two
different laser profiles and two different MOT sizes. Figures [5.20a] and [5.20b] show data for
the small NL100 laser beam ionizing a hot MOT used in November 2016 while Figures
and show alignment data for the expanded LN203 laser beam ionizing a cold MOT

used in June 2017. In each case the average photoion rate and TOF centroid was measured
as the laser beam was scanned across the MOT in the vertical and horizontal directions by
turning the kinematic mount knobs (only vertical alignment shown in figures). The unit of

the knob position is hours, where a 1 hr turn out of a 12 o’clock rotation roughly corresponds
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Figure 5.20: Photoionizing laser and MO vertical alignment data for a small NL100 beam
from November 2016 (a and b) and the expanded LN203 beam from June 2017 (c and d). (a)
and (c) show the photoion to Penning ion ratio as a function of laser position at the MOT
while (b) and (d) show the photoion TOF as a function of laser position at the MOT. The
expanded beam is shown to be less sensitive to the alignment of the laser, where the TOF is
constant to 10 ps in the region of 2 mm compared to the ~ 50 ps/100 pm sensitivity of the

small beam.

to a 430 pum displacement of the laser at the position of the MOT.

For the small beam, the sensitivity of the TOF to the laser beam displacement is ~ 50
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ps/100 pm. An estimate of op07/01ser can be obtained from this slope by converting
TOF to mm using the relation 9TOF/0Z = 1.21 ns/mm for *He. The estimate obtained
iS 0p107/Olaser = 1.2, where opor for the hot MOT is typically 0.6-1 mm. Conversely, the
normalized photoion rate for the larger beam shows a clear plateau across 2 mm where the
beam and MOT overlap completely. The TOF centroids are constant in that region to within

10 ps.

5.9.2  Laser temporal profile

The pulse widths of the LN203 and NL100 lasers are quoted as 600 ps vs 3.5 ns (FWHM)
respectively. Physically, the temporal profile of the laser pulse is convolved into the spatial
profile of the photoions at the MOT, contributing to the shape and width of the TOF peak.
For this reason it is essential for the temporal profile of the laser to be stable between
comparative measurements. The effect of the pulse shape on T depends on the intrinsic
response of the scintillator to the triggering pulse. As long as the pulse shape is consistent,

it will simply be absorbed into the overall T offset.
5.10 Photoion velocity

The energy of ‘He atoms at 1 mK corresponds to a velocity of about 2.5 x 1075 mm/ns.
The velocity distribution of the atoms is considered to be isotropic, and so the average
velocity in each dimension is approximately zero. Strictly speaking, a non-zero mean velocity
along 7Z can cause imperfect field scaling and can introduce offsets in the paired isotopes
determination. Apart from heating from the trapping beams, the only source of additional
energy for the atoms is from the ionizing laser, which imparts 3.7 eV /c momentum onto the
atom along the direction of the ionizing laser beam (Y-axis), accelerating the *He atom to
2.9 x 107" mm/ns. To estimate the magnitude of the effect on the T, determination, MC
studies were conducted in which ions with introduced velocity offsets were flown through
various scaled field configurations. For a perfectly scaled uniform field of the nominal strength

E,=155V/mmand E, = E, = 0, a T} offset at the 100 ps level only occurs for v, = 1x107*
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mm/ns, a velocity well above any realistic initial velocity offset expected for the photoions.

The effect of velocity in an inhomogeneous field can introduce additional error to the Tj
measurement arising from sampling different parts of the field with field scaling, since the
trajectory of the ion changes with field scaling when the velocity is non-zero. However, since
the electric field is nearly homogeneous on and around the Z axis, the changes to the TOF are
expected to be small. This is confirmed by the MC simulation of *He ions in the scaled field
configurations of the June 2017 photoion data using an exaggerated velocity v, =5 x 1072
mm /ns, well above the more realistic offset of ~ 2.9 x 1077 mm/ns introduced by the ionizing

laser. These simulations yield a 7} offset of only ~ 10 ps.
5.11 Magnetic field with non-zero velocity

The MOT?2 anti-helmholz coils generate a nearly quadrupole magnetic field for trapping with
field gradients of ~ 10 G/cm along the coil axis (Y axis) and ~ 5 G/cm perpendicular to the
coil axis, and a zero magnetic field at the trap position. The confinement of the photoions
and lack of transverse electric field cause the photoions to fly within a few hundred pum of the
7, axis, where the transverse component of the magnetic field is zero and the Z component
increases to 40-50 Gauss as the ions approach the MCP. The maximal effect of the magnetic
field on the photoions was estimated with MC simulations of different combinations of 20
Gauss uniform fields in the Z and Y directions for *He photoions with velocity offsets of
2.9 X 107" mm/ns in the Z and Y directions. These simulations showed the influence of the
magnetic field on the photoion physical TOF to be negligible to 10 ps and the effect on the

To measurement to be even less.
5.12 Multiple photoionizations per shot and timing

Spatially, an ideal ionizing beam is large with a flat-top density distribution that makes one
photoion per shot. Multiple ionization per shot would skew Tj and Z to be more negative in
the field scaling measurement, since only the fastest arriving ion trigger is counted, resulting

in effectively sampling the faster part of the laser pulse and the lower part of the MOT
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distribution. Though the fastest photoion defines the trigger time for an event, all of the
charge from the ions can be collected by the MCP during the charge integration window of
35 ns. Multiple ion events are distinguishable in the MCP charge (QMCP) distribution as
double, triple, etc. charge peaks as seen in Figure[5.21al The rate of photoionization per shot
depends on the MOT and laser densities, and can be controlled by either further expanding
the laser beam or reducing the MOT size by either reducing the transverse cooling (TC)
beam or the Zeeman slowing (ZS) beam intensity with an iris. Figure clearly shows
how the number of QMCP peaks and the ratio of the areas under the peaks increase with
MOT density (mirrored in the Penning rate which is proportional to the MOT density) for
a hot “He MOT.

The TOF as a function of QMPC is demonstrated in Figure for cold “He MOTs
of two different densities (taken 10 days apart). The mean TOF for each QMPC window
is plotted, and two opposing effects can be observed. In both runs, the TOF first increases
by 100 and 200 ps over the course of the first QMCP peak. This initial 100-200 ps climb of
the TOF with QMCP is attributed to CFD time walk in the QDC triggering scheme. The
TOF is pulled back down when the trigger biased events from the double ions peak begin to
outnumber the single ion events.

In Figure [5.22 it is shown that, as expected, the higher QMCP events come from the
higher density region of the MOT. The absolute effect of multiple ionization (and the CFD
time walk) depends on the relative fraction of events that fall into the second multiple
ionization peak (and into the left-most tail of the QMCP distribution). For the field scaling
method, the QMPC distributions consistently show modest fractions of multiple ionization
events (Figure , and applying various upper thresholds on the QMCP distribution to
exclude the second peak in the June 2017 photoion data leads to a negligible change in the
Ty fits for both “He and 2He isotopes. Conversely the effect of the CFD time walk can be
studied by applying a lower QMCP threshold and is discussed in Section [5.15]

The effect of rate is also apparent in the positions of the QMCP peaks. For higher rates
the QMCP peaks are lower, attributed to charge depletion of the center MCP channels from
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Figure 5.21: (a) Multiple peaks in the MCP charge distributions corresponding to multi-
ple photoion events from a *He hot MOT. The different colored distributions correspond to
larger/smaller MOT sizes (higher/lower Penning ion rates). The number of multiple charge
events is clearly shown to increase with MOT size. (b) QMPC distributions and corre-
sponding TOF vs QMCP dependence for two high statistics runs of different “He cold MOT
densities. The initial increase in the TOF is due to CFD time walk while the subsequent
decrease in TOF is due to triggering on the fastest arriving photoions within multiple ion

events.

the high flux of Penning ions (discussed below).

5.13 Penning ion rate and MCP channel depletion

The MCP timing response for the photoions can be affected by the local Penning ion flux
due to the dead time per channel of the MCP. The MCP is estimated to have ~ 4 million
micro-channels, each 25 ym in diameter and 35 ym apart. When a channel fires the channel

is momentarily depleted of charge. If the channel does not have sufficient time to recharge
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Figure 5.22: Mean QMCP as a function of MCP position for the 275 Hz run in Figure [5.21h|

Events with highest QMCP (corresponding to multiple ion events) are concentrated near the

center of the MOT, where the density is the highest.

before the next firing, a smaller gain and slower timing response will result for the event. The
average dead time per channel due to this effect depends on the specific characteristics of the
MCP that define the effective resistance and capacitance per channel. For typical MCPs,
the recharge time constant is on the order of 10 ms [53], limiting rates to < 100 Hz/channel
for nominal operation. In this experiment, only the center channels of the MCP, which see a
constant influx of Penning ions, are susceptible to rates high enough to saturate the channels.
For a cold, dense MOT, for instance, the Penning ion image (¢ ~ 400 pm) covers only 100

channels while the photoion image (o &~ 175 pm) covers only about 20 channels.

To measure the effect of local channel saturation on the photoion TOF, the TOF was

measured as a function of mean channel rate. The Penning ion rate on the MCP was varied
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Figure 5.23: Normalized QMCP distributions for the June 2017 photoion data for the various
field scalings. The fraction of multiple ionization events (falling into the second peak) is small
and approximately constant between scalings. The 06/17/17 paired isotope runs show an
anomalous change in QMCP for the k£ = 0.5 setting, indicating a wrong bias voltage for the

MCP-delay line stack. This point was omitted from the analysis.

by adjusting the Zeeman Slowing (ZS) or Transverse Cooling (TC) beam intensities to vary

the MOT density. Using the MCP singles (non-coincidences), a local MCP flux ®(z,y) map
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was computed for each run in units of Hz/mm?:

N(z,y)
P(z,y) = dadyTonn (5.11)

where N(z,y) is the total counts collected in an area bin dz = dy = 10 pm and T, is
the duration of data taking. For each run, the computed flux map was sampled for each
photoion hit position and the mean of the sampled flux was computed. Figure shows
the mean flux as a function of mean MCP rate for two cold MOTs and a hot MOT. Despite
comparable Penning ion rates, the hot MOT yields a lower flux increase than the denser
cold MOT. Figure shows the mean photoion TOF as a function of mean channel rate,
where the mean channel rate is computed by multiplying the flux with the effective area
per channel (35? um?). Beyond a rate of 0.5 Hz/channel, the TOF starts to change by 130
ps/Hz/channel. The recharge time constant can be estimated for the center channels as 2
s by inverting this 0.5 Hz/channel threshold. This means that a cold MOT is capable of

saturating the channels when Penning ion rates exceed 200 Hz.
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Figure 5.24: (a) Mean MCP flux for photoions as a function of mean MCP singles rate for
hot and cold MOTs. (b) Mean photoion TOF as a function of mean channel rate.

Figure shows normalized QMCP distributions for the cold MOT photoions for
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Figure 5.25: (a) Photoion QMCP distributions for various mean channel rates from MCP
flux study. The distributions exhibit drop in gain due to channel charge depletion. (b)
Computed mean channel rate as a function of field scaling for the June 2017 *He and *He
photoion scaled field runs. The corresponding shift in the TOF of the £ = 0.35 run relative
to the £k =1 run is —40 ps.

various average rates per channel. The drop in gain for increasing channel rates is evident.
The ratio of the double ionization to single ionization also rises. This in theory opposes the
TOF increase with channel rate such that the aforementioned effect is underestimated. In
contrast, for the hot MOT the ratio of the QMCP peaks does not change appreciably and
no counter effect is present.

The size of the Penning ion image depends strongly on the electric field strength due
to the time of flight allotted for ballistic expansion. For the field scaling measurements,
the increase in Penning ion image with decreased field strength leads to a decrease in local
channel rates. To assess the effect, the mean channel rate for the June 2017 *He and *He
photoion scaled field runs was computed and is plotted in Figure The maximum shift
in TOF relative to the £ = 1 run for both isotopes comes out to be less than 40 ps. After

accounting for this shift, the resulting shift in T for the field scaling runs comes out to be



142

less than 100 ps for both isotopes without improving the goodness of fit. Similarly, the shift
in Ty for the paired isotope method comes out to be less than 100 ps and does not account

for the 700 ps climb in Tj as a function of field scaling.
5.14 MCP gain and timing dependence on ion energy, velocity and mass

The effect of ion energy, velocity and mass on MCP gain ((QMCP)) and efficiency has been
well studied [27] [41] [38]. A relation between the ion-induced electron emission yield (MCP
gain) and ion impact velocity was first derived by Parilis and Kishinevskiis in 1960[43]. The
electron yield from a metal is theorized as arising from Auger recombination: where an ion
penetrates the metal surface and forms electron-hole pairs. The yield is then formulated
as a factor of three quantities: an effective ionization cross-section of the metal by the ions
(electron-hole pair formation cross-section), the probability of extracting an electron via
Auger recombination, and the density of metal atoms in the material under impact. It is
the cross-section dependence on ion velocity that governs the relation of the electron yield
to ion velocity. At the very minimum the ion must be energetic enough to overcome the
work function of ionizing a bound electron. This threshold corresponds to an ion threshold
velocity vy which was found to reside in a tight range of 0.06-0.07 mm /ns and varied little for
different ions and metals. For ion velocities above this threshold (v >> vg) the theoretical

relation for the electron yield + reduces to the approximation:
v(v) &~ av arctan(b(v — vy)) (5.12)

where a is effectively a normalization parameter and b was calculated to be 6 ns/mm[43].
For high enough velocities, the dependence on velocity is approximately linear and the de-
pendence of MCP gain on ion impact energy E for a mass m therefore becomes ~ \/E/—m, as
is demonstrated by Oberheide for various ion species in Figure Gilmore and Seah found
the dependence of yield on mass to obey a weak power law[14]. The effect is most pronounced
for low velocities and is neglible compared to the velocity dependence. For a chevron MCP,

channel gains reach high enough values that saturation occurs due to an accumulation of
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space charge at the rear of the channel[53]. The space charge dampens the energy of emitted

electrons until the yield reaches equilibrium, producing the typical “quasi-Gaussian” QMCP

peaks seen in Figures [5.23] and [5.25a Consequently, for high enough ion impact energies,

the increase in MCP gain is expected to gradually diminsh.

Figure shows the change in the MCP gain as a function of ion impact energy (field
scaling k) for the June 2017 photoion data, where the ions are accelerated to energies be-
tween 4.4 and 14 keV with the scaled field. A qualitative comparison between the Parilis-
Kishinevskii (PK) relation and the data is shown to demonstrate disagreement due to sat-
uration at higher gains. The PK curves are plotted from zero and are normalized to the
lowest velocity data point. Although there are no low-velocity data points to compare to,
the difference in slope for the PK relation and photoion data is obvious. Furthermore, the
data shows no distinction between the isotope mass in contrast to the PK curves.

The dampening of the gain is due to a combination of at least two effects: saturation due

to space charge and the increase in local channel rates causing charge depletion as already

discussed previously in the MCP flux study (Section [5.13]).

mean gain [107 electrons]
(3]
T

0 L 1 i 1 1 1 L 1 1 1
0 1 2 3 4 5

impact energy [keV]

Figure 5.26: Figure from Reference [41] showing gain for a chevron MCP stack vs ion impact

energy for various species of ions. Lines show fits of Parilis-Kishinevskii relation to data.
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5.15 MCP CFD time walk for photoions in scaled fields

A distinction should be made between MCP gain, (QMCP), and MCP charge, QMCP.
A total shift of the QMCP distribution (a gain shift) could affect charge dependent timing
effects such as the CFD effects. To verify that these effects are small, the relative shifts in
Ty are looked at as a function of QMCP threshold. In this case various QMCP thresholds
are applied to exaggerate the changes in timing response due to gain-related effects. Figure
shows the effect of imposing a QMCP threshold cut on the Ty fit for the June 2017
field scaling runs for *He and *He. The QMCP cut ranges from 10000 to 20000 which reaches

25 x104 MCP Gain vs lon Velocity 23 5104 MCP Gain vs lon Energy
I *He 061517 I %He 061517
I 3He 061517 2,25 I 3He 061517
“He 061717 L1 i 1 “He 061717
I
27 T ®He 061717 I E i . 2.2} I ®He 061717
2.15
1.5 2.1 I
& & T #
g g2.05
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0.5¢ 1.9+
1.85
0 : ‘ : : 1.8 ,
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Figure 5.27: Mean QMCP (gain) as a function of ion velocity (left) and impact energy (right)
for the June 2017 photoion scaled field runs qualitatively compared to Parilis-Kishinevskii
relation (solid curves) for parameters b = 6 ns/mm, vy = 0.06 mm/s, and a was chosen to
match the curve to the first “He data point. A gain saturation effect is clearly visible in the
energy regime of the photoions. The dependence on ion energy (or field scaling) is nearly
linear without appreciable difference between isotopes in contrast to the predicted curves

based on ion velocity.
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Figure 5.28: Systematic study of the effect of QMCP threshold on the 3He - *He June 2017
data. (a) Determined Ty from the field scaling fits of 3He and “He as a function of applied
QMCP threshold. (b) Effect of QMCP threshold on T} vs field scaling k using the paired
isotope method. In both analyses, effect is well below 100 ps for the lower QMCP threshold
values, indicating that CFD time walk related to gain differences is relatively insignificant

and can be excluded as a dominant systematic.

well beyond the first QMCP peak. For the field scaling T determination, the behavior with
QMCP threshold is the same for both isotopes. Up to QMC Py s, = 10000 Ty is largely
insensitive to a low QMCP threshold. From QM C Pyj,.cs, = 10000-20000 Tj decreases by 100
ps. The paired isotopes Tj solution shows differences up to 50 ps and 200 ps when applying
a QMCP threshold of 20000 to the k¥ = 1 and k& = 0.35 scaled runs respectively (Figure
. To exaggerate the effect, an additional study was performed where the threshold was
applied asymmetrically for the paired isotope method, which resulted in a comparable effect.
From this study, it is estimated that the combination of decrease in gain for lower fields and
CFD time walk is a negligible effect on the TOF to about 50 ps and cannot account for the

discrepancies seen in the T determinations using the paired isotope method thus far.
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5.16 Local MCP gain and timing
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(a) Penning ion image from June 2017 ®He (b) Penning ion image from February 2018

data run with full field 4He photoion run

Figure 5.29: Comparision of the average QMCP as a function of the MCP position for
Penning ions from a June 2017 °He run and a February 2018 “He photoion run. For the
February 2018 run, a newer and deeper “low-gain crater” is visible at (0.25, —0.25) [mm] in

addition to the original one from June 2017 at (—0.15, —0.75) [mm].

The MCP channels will degrade with use due to “electron scrubbing” [53] of the channel
walls when the channel fires. This will lead to a loss of gain and eventually to dead channels.
The high flux of Penning ions on the MCP can disproportionately age the center channels,
boring out a “low-gain crater” that can potentially affect the timing response of the MCP at
that location. Figure[5.29shows the local variation of the average QMCP as a function of the
MCP position for Penning ions, comparing a He data run taken in June 2017 (Figure
to a photoion run taken in February 2018 (Figure( |5.29b)). The latter shows an additional
crater formed just northeast of the one seen in the June 2017 image. The slope of the
variation in QMCP is ~ 1000/100 pm in both. This local artifact further compounds the

complication of measuring an absolute 7j using photoion TOF measurements since there is
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no way to precisely probe the timing response around the crater using the photoions.
5.17 Summary on photoions

Two methods employed in June 2017 for determining photoion T in order to determine
the MOT-MCP distance (Z) for °He, *He, and *He photoions were presented: the field
scaling method and the paired isotope method. Both methods have intrinsic sensitivities
to the physics of the setup as well as common detector response factors. The common
detector timing response factors explored in the data included multiple ionization, local
channel depletion from high channel rates, CFD time walk for low charges, and ion mass
and velocity. It was shown that none of these systematics have an effect on Tj greater than
100 ps, limiting the effect on Z to 70-100 pum for the k = 1 field.

The field scaling method has the advantage of not being sensitive to spatial distributions
(such as the MOT or nitrogen laser beam) but has the disadvantage of a large sensitivity to
improper scaling of the electric field. Simulations showed that the non-linear scaling error
measured with the HV supply calibration for the photoion runs was enough to shift the fit
of Ty by 500-700 ps. After the simulated shifts in 7T were applied to the individual fits as
corrections, a weighted average was computed as a final measurement of Tj for the scaling
method. After the subtraction of the measured Ty from the data, the TOF spectra were
compared to simulation. The differences in the centroids of the simulated and measured
TOF peaks indicate that the field scaling method offers a method for determining the MOT-
MCP distance consistent to 100 um. The shape of the residuals between simulation and
experiment indicate additional complications that could not be explained by all the measures
put forth thus far.

By its nature, the paired isotope analysis is insensitive to scaling accuracy as long as the
field for a given configuration is the same for both isotopes, which was shown to be the case.
However, sensitivities to the difference in MOT position for isotopes AZ is on the order of
750 ps per 100 pum of relative separation. Separation between the *He and *He MOT was
shown to be less than 20 ym by the CMOS camera image, accounting for only 100 ps of the
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700 ps change in Ty across the field scaling runs and an absolute error in T of 200 ps. Of
the detector response effects put forth, none can explain the discrepancy to greater than 100
ps. This indicates that that a systematic effect has been overlooked.

In addition to the discrepancies mentioned above, the measured Ty is local to only the
center MCP channels, which have a characteristic low-gain crater due to damage over time
and are typically measured under a high channel rate condition which was shown to affect
timing. The inconsistencies between the two photoion T measurement makes it questionable
for fixing the “He MOT Z position using the simulation photoion peak matching technique
and indicates a potential problem for the ‘He decay analysis.

Although the photoion TOF is a valuable method for monitoring the stability of the
system to 50 ps, it is not a viable method for measuring Z to better than a few hundred
pm. An alternative method for measuring the absolute MOT position wrt the MCP using
imaging and a mechanical calibration of the electrode geometry is presented in Chapter [6]
A direct comparision between the calibrations is made, and ultimately the imaging method
is adopted over the photoion TOF method for the final determination of the MOT position
in the analysis of the June 2017 data.
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Chapter 6

MOT POSITION AND ELECTRODE ARRAY GEOMETRY
CALIBRATIONS

Fidelity of the Monte-Carlo (MC) simulation used to extract a requires accurate model-
ing of the experiment geometry. As demonstrated in Section among the largest sources
of systematic uncertainty in a are the uncertainties in the vertical spacings of the elec-
trodes (3 _,,(1/a) 0a/0A = 0.87%/100 pm) and the MOT vertical position ((1/a) 0a/0Z =
0.22%/100 pm). This chapter discusses two related calibrations of these geometries: the me-
chanical inspection of the electrode array assembly and the calibration of the CMOS camera
used to image the *He and *He MOTSs. The absolute MOT vertical position Z wrt to the
MCP is determined by the combination of these two measurements, while the horizontal
positions X and Y are determined by the Penning ion image on the MCP. The sensitivities
of the *He and *He MOT positions, shapes, and sizes to the trapping laser and magnetic
field parameters are described in Section [6.3] and a scheme for regulating the laser power in
order to stabilize the MOT position is presented in Section Final geometry parameters

and their uncertainties for the June 2017 data run are listed in the summary.

6.1 Electrode array mechanical inspection

The accuracy of the electric field in the MC simulation relies heavily on the accuracy of the
electrode array geometry used to model it. In the MOT2 geometry model, the electrodes are
assumed to be flat and level but placed at variable vertical positions wrt to the MCP. Though
in reality the electrodes are tilted and even warped to some degree, systematic studies have
shown these effects to be negligible compared to the effective electrode positions. So while

a limited evaluation of the degree of tilting and warping is also performed, the focus of the
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Figure 6.1: (a) Set up of the electrode spacing measurement with a precision height gauge.
(b) Drawing of electrode array assembly showing ruler placement (in red) for CMOS camera
calibration. Distances of interest for the MOT-MCP distance calibration are the ruler center

to E6 distance and the E6 to MCP distance, as highlighted.

mechanical inspection is to determine the electrode spacings.

6.1.1 Electrode spacings

To measure the vertical positions of the electrodes wrt to the MCP, the spacing between
each electrode pair in the electrode array stack is measured using a precision height gauge
with dial indicator touch probe. To perform the mechanical inspection the electrode array
assembly is extracted from MOT2 and is transferred to a clean room. Figure shows
the setup of the inspection. The height gauge is moved around the electrode structure as
readings are taken at the top surface of each electrode at the four positions near the vertical

column spacers (denoted by red points in Figure [6.3a)).
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The height gauge readings provide a way to compute the relative distances between vari-
ous electrodes. In principle, the accuracy of each measured distance is limited by the intrinsic
instrument accuracy, the instrument precision, and the user precision. However, repeated
independent measurements at the same positions show that, frequently, intermittent changes
in the zero offset of the height gauge introduce several hundred pm offsets that propagate
into subsequent readings. The cause of the changes are unknown, but may arise from the
mechanical slips of the gauge mechanism, for example. For this reason, measurements of
the electrode spacings are computed from consecutive height measurements rather than the
measured heights relative to a single starting point, like the MCP electrode.

For each spacing measurement, at a given position, changes in the zero offset are identified
by outlying measurements that deviate from the average by more than a few hundred pum
compared to typical standard deviations of < 50 pm shown in Figure [6.2l The precision of
the spacing measurement at each location is estimated by computing the standard deviation
of the repeated measurements at that location. The distribution of standard deviations of
viable measurements for all 24 positions is plotted in Figure [6.2] where the mean of the
standard deviations (30 pm) is taken as the estimate on the overall precision o, of a single
spacing measurement.

The overall electrode spacing for neighboring electrode pairs is computed from the aver-
age of the spacings at the four columns, with the uncertainty of each average spacing being
osp/2 = 15 pm. Table lists the final spacings and differences for two independent in-
spections performed in July 2016 and October 2016. Between inspections, the array was
disassembled. The largest difference in spacings between the inspections is less than 70 pm.

After the October 2016 inspection, the array was inserted back into the MOT2 chamber
and was left undisturbed for the June 2017 °He data run. Currently, it is the July 2016
spacings that are used to model the electrode array geometry in COMSOL for the generation
of the MC simulation electric field maps for the June 2017 data run. The last column in
Table lists the sensitivity in a due to the difference in the corresponding spacing. As

expected, the sensitivity is highest for electrodes closest to the MOT. Summing the errors
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Distribution of Standard Deviations
in the Spacing at Each Measurement Location
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Figure 6.2: Distribution of standard deviations for each spacing measurement at a given posi-
tion after the exclusion of extrema (> 200 pm). The distribution is not normally distributed
and an additional inspection with more repeated measurements at each position would be
required to resolve the standard deviation distribution. The mean of 30 pum is taken as the

estimated precision o, of the technique.
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Table 6.1: Measured electrode spacings from the July 2016 and October 2016 mechanical

inspections. Differences between the two inspections show consistency to better than 70 pm.

The error in a due to these combined differences is —0.09%.

Electrode October 2016 [mm)] | July 2016 [mm] | Difference [mm] | da/dA
Pair

Asg 25.763 25.764 -0.001 -0.00085
Ays 25.885 25.859 0.026 -0.00614
Asgy 25.879 25.900 -0.022 -0.01407
Ao 25.884 25.825 0.058 -0.02044
AND) 25.878 25.940 -0.061 -0.01094
Aoy 25.612 25.623 -0.011 -0.00773

in a due to the difference in spacing between the July and October inspections results in a
total expected error of —0.09%. Meanwhile, the uncertainty in a due to the 15 um finite

precision of the spacing measurements is added in quadrature and equals 0.13%.

In addition, systematic uncertainty in the spacing measurments from the instrument
accuracy is considered. For the relative spacing measurements, this may depend on how
level the height gauge stand is or some other effect that would cause the scale to err in some
or all ranges of the readings. Assuming that the effect is a linear gain error (as would occur
if the base was tilted) the error would be systematic accross all spacing measurements. A
conservative estimate for this error is d,, = 15 pm given the specifications of similar models of
instruments. The proper incorperation of this systematic uncertainty is addressed in Section
with Equation 8.6, The contribution to the uncertainty in a from the systematic
uncertainty of the spacing measurments is 0.27%. The combined uncertianty in a due to the

statistical and systematic uncertainties in the spacing measurements is then 0.30%.
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6.1.2 MCP-E6 distance

Apart from being used to determine the field geometry, the mechanical inspection measure-
ments are combined with the CMOS camera calibration in Section [6.2.2] to determine the
MOT vertical position wrt to the MCP. The calibration relies specifically on the MCP-E6
distance which is computed by summing the average spacings of each electrode. To complete
the measurement the relative displacement of the MCP surface from the EO surface is con-
sidered and measured to be 1.054+0.015 mm. The final MCP-E6 distance is computed to be
155.955 mm and 155.968 mm for October 2016 and June 2016 respectively, with a statistical

uncertainty of ++/7 osp = £40 pum and a systematic uncertainty of £7d,, = 105 pm.

6.1.3 Electrode tilt and flatness

To determine the electrode tilt, the electrode positions at the four columns are reconstructed
from the sum of average measured spacings at each position. The four points of each electrode
are then fit to a plane. Figure shows the best fits, determined tilt axes, and tilt angles
for each electrode plane of the July 2016 inspection while Figure |6.3b| shows the plane fit
residuals. From the fits, the electrodes tilt is determined to be < 0.2° for all electrodes.
Since systematic studies show that deviation from an ideal flat electrode geometry in the
form of tilt results in an error in a of 0.7%/deg of tilt for a MOT off axis by more than 5
mm, the error contribution from the effect is estimated to be < 0.1%.

A caveat to this method is that the electrode positions are assumed to be wrt to a flat
level plane (the MCP electrode is assumed to be flat and level). Since they are cumulative
sums of the the spacings, the calculated positions are correlated to the positions below them.
This is evident in the plane fit residuals shown in Figure |6.3b] The assumed levelness of the
MCP electrode would be problematic in the case that there was tilt in the MCP electrode
itself to a much higher degree than seen between any of the other electrodes. In general,
0.2° of tilt in an electrode requires there to be ~ 0.5 mm of height displacement between the

opposite posts. A reasonable upper bound on the tilt of the MCP electrode is the combined
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part tolerance of the posts involved in holding up the electrode. The assigned part tolerance
is 50 pm, and the combined tolerance is estimated to be below 0.5 mm, so the tilt is expected
to be < 0.2°, as for the other electrodes.

A rough measure of the electrodes flatness can be taken from the relative plane fit resid-
uals, where residuals from a preceding fit are subtracted from the next fit. Assuming a
flat and level MCP electrode, E1 seems to exhibit the most warping at about 25 yum while
warping in the upper electrodes is limited to 15 pm. Warping of this degree is considered to
be secondary to the tilt and tertiary to the effective electrode positions, and is thus ignored

in the electrode array model.

6.2 MOT imaging with CMOS camera

The properties of the MOTs (trap sizes, spatial profiles, relative position) are determined
by imaging the atoms with CCD and CMOS cameras sensitive to the 1083 nm fluorescence
from the trapping transition. For MOT2, a 100 mm plano-convex lens directs the light on to
a Zyla 5.5 sSCMOS (scientific Complementary metaloxidesemiconductor) camera by Andor.
The positioning of the camera wrt to the chamber is shown in Figure [6.4a} while [6.4b| shows
an unprocessed image of the ‘He cloud in MOT2 after several seconds of exposure.

Because of the low quantum efficiencies of the CMOS camera for the 1083 nm light
(< 10%), resolving a MOT typically requires a minimum trap size of tens of thousands of
atoms/s. While this number is easily achieved for *He and *He by simply increasing the
flow of atoms from the bottle supplies to the discharge source, the production and trapping
efficiencies for °He limit the current achievable to ~ 6000 atoms/s. Since °He cannot be
imaged directly, the He MOT properties are inferred from the 3He and “He MOT images.
To do this, the relative differences between the isotope traps as a function of the system
trapping parameters must be considered and addressed in Section [6.4]

To reduce image background from scattered light, external lights are turned off when

acquiring images. The images are acquired and inspected using the Andor software and



160

140

120

100

Z [mm]

80

60

40

20 .

fit
* data
tilt axis

@6, 6 =0.09
@5, 0 =0.10
@4, 0=0.18
@3, 9=0.16
@2, 6=0.13

El, ¢ =0.10
50
0 50
0

fit-data [mm]

fit-data [mm]

0.05

o

-0.05

0.03

0.02

0.01

-0.01

-0.02

-0.03

Plane Fit Residuals

1 2 3 4
Measurement Position

Relative Plane Fit Residuals [lE1

1 2 3 4
Measurement Position

(b)

156

Figure 6.3: (a) Electrode positions (summed from measured spacings) fit to planes to de-

termine tilt angle. Green lines represent the axes of rotation determined from the fit. (b)

Top: Residuals from plane fit for the four counter-clockwise positions near the column spac-

ers. Residuals are correlated the points representing the electrode positions are cumulatively

summed from the spacings. Bottom: To estimate electrode warping, residuals from a pre-

ceding fit are subtracted from the next fit. Beyond E1, warping is estimated to be limited

to 15 pm.
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Figure 6.4: (a) Positioning and setup of the CMOS camera for the MOT2 chamber. (b)
Unprocessed image of MOT?2 taken with sCMOS camera.

are exported as TIFF files for final processing with custom MATLAB routines. The relative
MOT position and shape determination requires the CMOS camera to be spatially calibrated.
The MOT position wrt to the MCP is determined by also considering the electrode array

geometry calibration.

6.2.1 MOT image processing

The processed and fit CMOS camera image of the He MOT for the June 2017 data run is
shown in Figure [6.5] To remove background structure and hot or fixed pixels, a background
image taken with no trap is subtracted from the MOT image, either within the Andor
software or in the MATLAB routine. Residual hot pixels are removed within MATLAB
using a 3 x 3 window median filter. The filtered image is then fit to the general rotated 2D

Gaussian function with a flat background term:

flz,y) = Aexp [—(alz — px)® + 2b(x — px)(y — py) + c(y — py)*)] + B (6.1)
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where the Gaussian major/minor widths ox and oy and the angle of rotation 6 in terms of

the fit parameters a, b, and ¢ are

1 2b
ox = —— = (.5 arctan ( ) —7/2
a + ¢+ sm(29 " sin(20) a—c

Each point in the fit is assigned a weight of 1. To compute the goodness of fit, the common

noise uncertainty o, is calculated from the standard deviation of the median-filtered dif-
ference of two background images. The reduced y?2 is then computed from the fit residuals

scaled by o2 . Fitting the image with and without a median filter shows no difference in fit

ChH

parameter values beyond the parameter fit uncertainties.

6.2.2 CMOS camera calibration

To spatially calibrate the MOT images, the CMOS camera is used to image a laser-etched
stainless steel ruler which rests on the top electrode of the array and extends into the image
plane, as seen in Figure [6.1b| Figure shows a photo of the ruler component. The ruler
body is a cylinder that fits through the inner diameter of the top electrode. The half-cylinder
face features a laser-cut 1.5 x 3 cm grid pitched at 500 ym. The top of the ruler contains
a wider lip that mates with the top electrode hole, allowing the ruler to hang from the top
electrode. In order to insert the ruler without displacing the array structure, the 5 telescope
assembly and the MWPC detector are removed from the top of the MOT2 chamber. Thus

the calibration procedure must be performed either before or after a data taking period.

The CMOS images of the ruler are processed using a customized MATLAB calibration
class to find a linear relation between pixels and mm in the vicinity of the MOT (Figure
6.7)). To identify the locations of the vertical grid lines in pixels, the raw ruler image is first
integrated over a chosen range in x to produce a profile in y (the chamber vertical). The
position of the grid marks are visible as dips in the profile, cast by the grid line shadows,

which are fit to Lorentzians on a sloped background to obtain the grid mark positions. The
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Figure 6.5: Top-Left: Processed CMOS camera pixel image of “He MOT for the June 2017
data run. Y is approximately the chamber vertical direction (Z). Top-right: the filtered
image fit to a general rotated 2D Gaussian surface and a flat background term. Bottom-left:
resulting fit parameters (Equation pl = A, p2 = ux [px], p3 = ox [px], p4 = py [px]
pb = oy [px|, p7 = 0 [rad], and p6 = B).
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Figure 6.6: Photo of the stainless steel ruler used for the CMOS camera image calibration.

A 1.5 x 3 cm grid pitched at 500 pum is laser-etched onto the flat face.

dip positions are then linearly fit to the grid positions obtained by microscope (SmartScope

ZIP Lite 250) measurements of the grid marks.

Calibration accuracy

The accuracy of the CMOS camera calibration depends on the accuracy of the determined
grid positions resolved with the CMOS image as well as with the microscope.

For a single CMOS image, the uncertainty in the determined grid line position in pixels
is taken from the standard fit error of the individual Lorentzian dip centroids. The dip
centroids fit uncertainties (converted from pixels to pms) span from 1 — 7 pm and average
4 pm. From this, the precision with which the CMOS camera can resolve individual grid

lines is estimated to be 4 pm.

Lighting

The positions of the imaged grid lines are largely affected by the ruler lighting. To test
the extent of this, the direction of lighting through a viewport was visibly varied for the

four ruler images in Figure by changing the position and direction of the light source
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Figure 6.7: Calibration of the CMOS camera ruler image. Top-left: False color ruler image
in z and y pixels for MOT fit region, where y is the approximate chamber vertical direction
(z). Bottom-left: Fit of y profile dips to obtain grid mark positions in pixels. The red dotted
line indicates the ruler “origin” graphically identified by the user. The green vertical lines
correspond to the y range of the MOT image in [6.5l Dips beyond 1030 pixels were not fit
since microscope measurements of those grid marks were not available. Top-right: Linear
fit of the imaged grid marks to their microscope-measured positions in the MOT region.

Bottom-right: Residuals of the top-right fit in mm.
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(a) Image 1 (b) Image 2 (c) Image 3 (d) Image 4

Figure 6.8: CMOS camera images of the ruler face in different lighting conditions. Lighting
was varied by changing the position and direction of the light source at the MOT2 chamber

viewport.

at the viewport. To compare the shifts in grid line positions between images, the dips of
the first image are fit to an arbitrary line, and the residuals for all four images from that
same line are computed and shown in Figure[6.9 Figure shows that between images 1-3,
the determined position of each grid line is consistent to the aforementioned fit precision. In
contrast, the determined locations for image 4 deviate from the average locations by as much
as 25 um, indicating that lighting can introduce a measurable systematic shift in the grid
spacing and offset, affecting the calibration accuracy. In spite of this, the resolved structure
of the grid (its non-uniformity depicted by the deviations from the fit line) is still consistent
across images. Assuming the deviations belong to the ruler and not the camera, the images

show that non-uniformity in the grid do not exceed 15 pm.

The extent of the systematic lighting effect on the determination of the MO position is
estimated by applying the four camera calibrations corresponding to the images in Figure
to the 3He and *He positions (in pixels) from the June 2017 MOT image fits. The differences
in the determined positions in pm are listed in Table [6.2] The largest difference in position
between calibrations is only 15 pum and is due to the fact that both MOTSs are located in
the region of the ruler least affected by the lighting according to Figure (around grid line
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Figure 6.9: A comparison of the resolved non-uniformity of the grid between four camera
images taken under different lighting conditions. The maximum difference in the determined

grid line position among the images is 25 pum.
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Table 6.2: Systematic offsets in the *He and *He vertical position determinations from the
June 2017 data run using the CMOS calibrations from images 1-4 in Figure [6.8] Offsets are
listed in pm wrt to the *He calibration with image 1. The effect on the absolute position

determination is < 20 gm and the effect on relative position between *He and 3He is negligible

to 0.1 pm.
Isotope | Image 1 | Image 2 | Image 3 | Image 4
‘He 0 -0.6 -5.4 -15.3
3He -19.0 -19.6 -24.4 -34.4

10). The relative difference in position between *He and *He of 19 um is unaffected beyond

0.1 pm.

Off-azxis distortion

The CMOS camera image becomes visibly distorted the further one looks from the image
center due to aberration from the two spherical lenses. Ideally this distortion is incorporated
into the camera calibration by identifying the grid lines in both dimensions over the extent of
the ruler face and fitting the points to a 2nd order polynomial surface to obtain a complete
transformation for the image. Appendix [G| shows how this is done for a new ruler face
constructed in August 2017. However, for the present calibration, the grid lines are identified
only along the y axis, and off-axis distortion is unaccounted for.

The extent of the error in position due to off-axis distortion is characterized by the
apparent change in the y grid line positions from =0 to x = £3.6 mm using the on-axis
camera calibration. The apparent shift in image 4 was measured and is shown in Figure
[6.10f The difference grows to be ~ 40 pm near the ruler origin (grid line 1) and diminishes
to 20 um near the MOT position (grid line 11). The effect can be neglected to a pm for the

nominal MOT positions close to the y axis, but may become important when studying large
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Figure 6.10: Shift in the apparent ruler grid line y positions due to off-axis image distortion
in the CMOS image along x. The changes from x = 0 to x = £3.6 mm are measured using

the on-axis CMOS camera calibration.

changes in the MOT position as a function of trapping parameters.

Microscope precision

The grid line positions are extracted from the SmartScope image (2 pm resolution) by graph-
ically averaging the top and bottom of each line visible in Figure Since only one
measurement of the ruler was performed, the repeatability of the individual grid locations,
which could be used as a measure of the precision, is unknown. However, an estimate can
be computed by comparing the non-uniformity of the grid line positions determined by the
microscope and the camera images respectively. To do this, the identified grid positions for
each (camera and microscope) image are individually fit against an arbitrary line (linearly
increasing grid numeral on z axis). The grid deviations from the individual fits for all four

camera images (in mm) and the single microscope measurement are plotted in Figure m
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Figure 6.11: Ruler face for CMOS camera calibration imaged with MeasureMind 3D Multi-
Sensor metrology software. Pitch of grid is 500 pm.

As already mentioned, the correlated residuals for the camera images confirm that the grid
locations are consistent between images to 1 — 7 um and that the resolved non-uniformity
in the grid is < 15 um. Likewise, residuals of the microscope measurements indicate non-
linearity < 5 um. However, the fact that the residuals from the microscope do not strongly
correlate with the the camera image residuals suggests a systematic error in either the camera
image or the microscope measurements. The uncertainty in either is estimated to below the

maximum difference between the microscope and camera residuals in Figure [6.12] (20 pm).

The combined uncorrected systematic uncertainties in the grid line positions determined
by the camera and the microscope lead to a poor linear fit in the calibration of Figure
that is reflected in the large x? and the error of the linear fit parameters. The 33 ym error
on the intercept dominates the final uncertainty contribution of the ruler image calibration
to the absolute MOT position determination. Combined with the determined systematic
uncertainty of 20 pm from the ruler lighting, the total uncertainty for an absolute position

calibration from the ruler face calibration is 39 um.

The relative error in the relative MOT position (as a function of time, isotope, or trapping
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Figure 6.12: Non-linearity of the ruler grid used to calibrate the CMOS camera as measured
by the CMOS camera images and the microscope image. The determined grid positions from
the four camera images with different lighting and the microscope image are fit to arbitrary

lines. The fit residuals plotted here reveal that the ruler grid is linear to at least 15 pm.
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parameter) comes from the relative error in the slope o, /pl = 0.0015 in the ruler calibration
fit. This indicates that up to a few mm the contributions to the relative error in position are
< 5 pm.

While the calibration procedure above is currently used for the June 2017 data, in August
2017, an upgraded ruler face was constructed along with a 2D calibration routine. Appendix
[G] shows a set of new calibrations performed on the microscope images of the ruler face,

which is yet to be imaged by the CMOS camera in MOT?2.

6.2.8 Absolute Z position determination for *He and 3 He

To determine the MOT position wrt to the MCP, the calibrated position of the MOT dis-
tribution centroid wrt to the ruler origin, the measured distance from the ruler origin to
the ruler lip (E6), and the E6 to MCP distance described in Section of the mechanical
inspection are combined. The estimated uncertainty in the distance from the ruler origin
to the ruler lip is 60 pm. Combining this with the CMOS camera calibration uncertainty
and the E6 to MCP distance uncertainty results in a total uncertainty in the measure of the

MOT absolute vertical position of 127 pm.

6.3 DMeasuring MOT sensitivities to magnetic field and laser parameters

The MOT position is largely dependent on the magnetic quadrupole field, the trapping beam
power, and the beam detuning. The sensitivities of the MOT position to these parameters
are measured explicitly by varying the parameters while tracking the relative MOT position

via the CMOS camera image and/or the MCP Penning ion image.

6.3.1 MCP Imaging

The orientations of the zy axes of the field/chamber/laser coordinate system, the MCP coor-
dinate system, and the camera coordinate system are shown in [6.13] While the z dimension
of the MOT is imaged directly by the CMOS camera, the xy dimensions of the MOT are
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Figure 6.13: Orientations of the MCP, CMOS camera, lasers, and chamber XY coordinate

systems.
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imaged indirectly by the MCP via collected Penning ions, residual gas atoms ionized by
collisions with trapped metastable He atoms. On their way to the MCP, the different species
of thermal Penning ions ballistically expand, forming a composite of Gaussian images of the
MOT with varying widths which depend on the electric field and the thermal velocity of
the atoms. Because only a few light species of ions dominate the residual gas mixture (Hs
and H0) in the chamber, the residual gas is hardly distinguishable from a single Gaussian
distribution and is usually fit as one peak. Additionally, the cold He atoms in the trap
can collide with each other, forming cold Penning ions. For a “cold” MOT produced in the
“cooling” phase of the MOT2 trapping cycle (Section , the rate of cold Penning ions
increases as the trap becomes much denser and the probability of He-He collision increases.
The resulting MCP Penning ion image profile is thus a composite of at least two Gaussians:
a narrow distribution from self-ionized sub-mK He ions and the wider distributions from the
thermal residual gas ions.

Figure shows the Penning ion MCP image for one of the June 2017 %He data runs
measured at half field (E' ~ 0.75 kV/cm) where two Gaussian surfaces are used to fit the
wide residual gas peak and the narrow He Penning ion peak. As discussed in Section [6.5] the
centroids of the two peaks do not align. In addition to the Penning ions, He photoions (see
Chapter [5)) are also imaged. Because the positions of the photoions peak and the residual
gas peak are consistent for the June 2017 run, the centroid of the larger, residual gas peak
is trusted as an accurate measure of the MOT position in the XY plane for all studies.

Though a large trap size is suitable for taking high fidelity CMOS camera images of the
MOT, Penning ion rates from such a large trap would damage a biased MCP. To correlate
the CMOS and MCP images, the MOT is typically imaged by the CMOS camera and the
MCP separately, after adjusting the trap size by either adjusting the Zeeman slowing beam
or MOT2 trapping beam sizes. The system parameters are stable and precise enough to
reproduce the MOT nominal location within 10 pum over the course of a day (Figure
and 200 pm between days (Figure . Thus the position can be trusted to remain the

same for a given setting for a DAQ measurement performed within several hours of the
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Figure 6.14: (a) 2D histogram of residual gas (wider peak) and °He (narrow peak) Penning
ion events on the MCP from a June 2017 data run. The peaks are fit to two Gaussian
surfaces (in red) with the major/minor axes rotation angle fixed at 0. The raw residuals

from the fit are shown in (b).

CMOS camera measurements.

6.3.2 X and Y coil current dependence

To first order, the x, y, and z positions of the MOT follow the center of the quadrupole field
which can be shifted by varying the supply current to the corresponding MOT?2 coil. Figures
[6.17a] and [6.17D] show measurements of the MOT position as a function of the X and Y coil

currents based on the CMOS camera and MCP images. The measurements were taken on
11/03/17 and 11/09/17, and the MOT position was reproducible to 40 um for each setting
between those days.

On top of the expected smooth motion of the MOT from varying the magnetic field are
reproducible jumps up to 300 gm that occur in both the primary direction of motion and

the orthogonal directions. To ensure that the jumps are not caused by irregularity across the
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Figure 6.15: Reproducibility of the *He (yellow) and 3He (orange) MOT vertical position for
the nominal trapping parameters for separate trials over the course of (a) one day (12/12/17)

and (b) several days. The positions in (b) correspond to the measured positions for the

dTOF/dZ slope measurements in Section W

supply output range, the supply displays are checked using a Keysight 6 1/2 digit DMM. The
displays were measured to be accurate to 0.2% and showed no systematic variation across
the range above 10 mA, accounting for only 17 um of the non-smooth variation in position.
A possible unconfirmed explanation for the distortions is that the trapping laser profiles form
interference patterns around the vicinity of the MOT. In any case, these jumps in the MOT
motion do not affect the determination of a since the MOT remains stationary during the

measurements.

The obtained sensitivity of the MOT position to the X and Y magnetic field coil currents
are 0X /01, = —1.7 pm/mA and 0Y/0I, = —2.0 pm/mA wrt the chamber coordinates where
the fits and residuals along one set of MCP axes are shown in Figure |6.16] The fit residuals
show fluctuations up to 300 pum for some points, indicating that the effective slope in those
regions is up to 4 times steeper. Even then, because the X and Y coil current supplies are

stable to 0.1 mA, the instability in the X and Y MOT position is only at the sub-um level.
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Figure 6.16: X and Y position of the Penning ion image centroid on the MCP for ‘He as a
function of the X and Y coil current settings, where the nominal settings are 2.5 A and 0.5
A respectively. A second set of fits (MCP X vs Y current and MCP Y vs X current) are also

performed and the derivative components are rotated into the chamber coordinate system

to obtain the final sensitivities listed in Table
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This has a negligible effect (< 0.002%) on a according to the systematic studies conducted
in Section R.3.8l

6.3.3 MCP XY coordinate transform

In addition to measuring these sensitivities, the data was used to obtain a transformation
between the MCP and CMOS camera coordinate systems. The transverse coordinate of the

camera x. is a projection of the MCP coordinates x,; and yy; and can be expressed as:

Te = R(0)(ryy — 10)

Ze = xprcosl — yprsinh — (xg cos — yosinb)

where 6 and 7 are the rotation angle and offset between the systems respectively. Figure
shows the data fit to the plane equation z.(zs,ya) above. The obtained transform
function is used to verify the MOT position correlation between the camera and MCP images

for other systematic studies and stability runs.

6.3.4 7 coil current dependence

As with the X and Y dimensions, the Z position of the MOT is measured as a function of the
7 coil supply current. For this study, the position of both *He and *He was imaged with the
CMOS camera in sequence at each current setting, and Figure [6.18 shows the determined
vertical and transverse position from the camera images. The relationship between the
vertical positions and supply current is non-linear but consistent between the isotopes within
20 pm for each setting. The transverse positions of the isotopes also correlate as they exhibit
jumps up to 300 pm as a function of the Z coil current. As with the X and Y studies, the
trap size is reduced and the study is repeated with a biased MCP to image the Penning ions.
Using the obtained transformation function from the X and Y coil study, the MCP positions
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Figure 6.17: MOT horizontal position as a function of X and Y coil currents from the (a)

CMOS camera images and (b) the MCP Penning ion images. The left and right plots in (a)

show the horizontal position ugr and vertical position pz wrt to arbitrary fixed offsets while

(b) shows the XY motion in the MCP coordinate system. Repeatability to 40 pum is demon-

strated with two data sets obtained on 11/03/17 and 11/09/17. (c) is a fit of the transverse

camera coordinate and the MCP coordinates to a plane to obtain the transformation between

the two systems.
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Figure 6.18: “He and 3He MOT transverse and vertical positions as a function of Z coil
current. Left plot includes overlays of the MCP-determined positions for the transverse

camera coordinate.

are plotted alongside the CMOS positions and are shown to agree to within the estimated
transformation accuracy (100 pym).

The sensitivity of the MOT vertical position to the Z coil supply current is estimated
from the slope of the measured relation and is 12.5 pm/mA. Simultaneous monitoring of the
MOT position and the supply current over a period of 14 hours showed drifts in the current
below 0.05 mA, contributing to drifts in the vertical position on the sub-um scale. As with

the X and Y studies, the contribution to a from this level of variation is < 0.002%.

6.3.5 Measuring the slope dT'OF/dZ with photoions

As a cross-check, the slope dTOF/dZ of the approximately linear relation between the *He
and “He photoion TOF and the MOT vertical position Z was experimentally measured. This
was done by varying the Z coil current to actively change the MOT position while measuring
the position with the CMOS camera and subsequently measuring the photoion TOF with the
DAQ. The setup of the photoion TOF measurement with the UV ionizing laser is detailed
in Chapter . Table lists the measured slopes dT'OF/dZ and reduced x? values for three
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independent trials along with the MC simulated slopes. The average MCP rate for the three
trials was 700 Hz, 200 Hz, and 30 Hz respectively. Figure [6.19] shows the linear fit of the
12/14/17 trial. For several of the fits, large unexplained residuals lead to poor reduced y?
values, and significant deviation from the simulated slope, which is expected to vary by no
more than 30 ps/mm for a 3 mm change in position. (Figure shows a change of
< 200 pm in nominal position between trials.) Limited accuracy of the current control for
the magnetic fields contributes only to 12 ps of the error. Likewise, the expected 10 pum
change in the MOT position for *He and *He over several trials on a given day corresponds
to only a 10 or 12 ps fluctuation. The complicated nature of the photoion TOF makes
it difficult to identify the cause of the inconsistency, but possible factors may include the
distortions in MOT profile as a function of trap position and instability of the ionizing laser
profile (it is noted that the laser cut out several times during the measurements). Aside from
the unexplained error, the measured slopes dT'OF'/dZ from the three trials were consistent
with the expected values to 100 ps/mm. Furthermore, as verified in Section of Chapter
for the stationary MOT and constant trapping parameters used for the measurement of a,

the TOF is stable to 50 ps.

Isotope 12/14/2017 | 12/12/2017 | 11/27/2017 | Simulation
e dTOF/dZ [ns/mm)| | 1.21+£0.20 | 1.20£0.04 | 1.3440.03 | 1.19 + 0.01
X2 7.7 1.5 0.5
e dTOF/dZ [ns/mm)| | 1.11£0.04 | 1.08£0.08 | 0.97 +0.11 | 1.03 + 0.01
% 1.9 3.8 3.4

Table 6.3: Fits of dTOF/dZ for “He and *He in three independent trials.
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Figure 6.19: (a) “He and *He photoion TOF vs MOT Z position fit for 12/14/2017. (b) Fit

residuals show unexplained 150 ps fluctuations.

6.3.6 Simultaneous image and TOF monitoring

Imaging the MOT with the camera at MCP-safe rates is achievable by accumulating 14 im-
ages at the maximum 30 s exposure setting allowed by the Andor software over 7 minutes.
To see whether instabilities observed in the photoion TOF correlated with the residual in-
stabilities in the MOT vertical position, the *He MOT was imaged by the CMOS camera
while acquiring photoion TOF and MCP Penning image data with the DAQ over a four
hour period. Using timestamps, the DAQ data is aligned and partitioned in time to match
the CMOS image acquisition time windows. Figure [6.20] shows a 5 pm agreement in the
MCP and CMOS positions over a 20 pum drift in the MOT transverse position. The 15 pym
drift in the vertical MOT position corresponds to a 18 ps drift in the TOF. However, as
seen in Figure [6.21], this expected small change in the TOF is dominated by other sources of

instability (60 ps) that prevent the resolution of the expected correlation.



179

4 et . 4 . cer .

45.505 He Transverse Position vs :I"lme . 41.555 He Vertical Position vs Time

+ CMOS Image . 3z °F . .
455 | I MCPImage tE_. E af 41.55 I
’ g EFZ 11 1
. . 41545 I II
E 45.495] xe & T
E h E 4154 I I I I I
£ 45.49 = - N I H I
e ox o 41.535 H IH I
ax¥F o axx
45.485 v a1s3l I
45'48 L L 1 1 L J 41.525 L L 1 1 L J
50 100 150 200 250 300 0 50 100 150 200 250 300
Time [min] Time [min]
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plot includes the overlaid MCP position measured simultaneously with the CMOS camera

images.
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6.4 MOT sensitivities to laser power and detuning

The sensitivity of the MOT to the laser power and detuning is explored with both *He and
3He for the MOT? laser setup. For context, a brief overview of the laser lock schemes and
power and switching controls are given. A general overview of the MOT2 beam configuration
is provided in Chapter [2| while more details on the laser tuning and beamline setup can be

found in [54] and [31].

6.4.1 Laser systems
Laser frequency lock setup

A stripped-down diagram of the tuning and locking setup up for producing the °He, *He and
3He trapping beams is shown in Figure . The setup involves two laser diodes (LD1 and
LD2) that are simultaneously locked to the 23S, — 23P, 1083 nm transition for two of the
isotopes at a time (LD1 to “He and LD2 to either ®He or *He) via two feedback loops. The
LD1 laser parameters (current, piezo voltage (grating orientation, external cavity length),
temperature) are tuned such that the wavemeter reads close to the 1083 nm transition in
4He. The laser is doubly passed through an AOM driven at 45.00 MHz before being used for
frequency-modulated saturated-absorption spectroscopy [23] on the *He discharge cell. The
transmission signal is picked up by the photodiode, converted to an error signal, and input
to the PID control for the laser current and piezo voltage, locking the laser 90 MHz below
resonance, the nominal detuning.

The laser parameters of LD2 are tuned to account for the Ajg = +34471.909 MHz (or
-33575.326 MHz) isotope shift between “He and SHe (or *He[39]). A beat lock scheme is
used to match the LD1-LD2 frequency difference to the wanted isotope shift A;g. To do
this the LD2 beam passes through an EOM driven at froy = 16760.955 MHz (16312.664
MHz) which creates sidebands at +n froy. The frequency froas is chosen such that if the
difference in the lasing frequencies between LD1 and LD2 is the wanted isotope shiftA;g,
the negative second order sideband (n = 2) is 950 MHz above the locked LD1 frequency.
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Figure 6.22: Schematic of locking scheme for *He (LD1) and ®°He/*He (L.D2) laser frequencies.
LD1 is locked to the 235, — 23 P, 1083 nm transition for metastable *He inside the discharge
cell using frequency-modulated saturated absorption spectroscopy where the pump beam
frequency is modulated by the EOM. The LD2 frequency is locked relative to LD1 using the
beat-lock scheme described in the text to account for the isotope shift. The detuning of both
beams is set by the frequency of the AOM.
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The LD1 and sideband beams are combined and detected by the photodiode and filtered
for the 950 MHz beat frequency. The photodiode meter output is amplified and fed into a
phase detector, where it is compared with a generated square wave at the same frequency
to produce an error signal in the form of a step function. The error signal is fed into a PID
which adjusts the LD2 parameters to lock on the beat. At this point, both LD1 and LD2
are lasing 90 MHz below the 1083 nm transition for “He and °He (or *He) respectively.

The detuning of both “He and He (or *He) trapping beams is affected by shifting the
AOM driving frequency (Ad = —2Afa0on) while the LD2 relative detuning can be shifted
separately by adjusting the EOM driving frequency. Thus, the detuning for LD1 and LD2
respectively can be expressed as dy and g + §; where 07 is the relative detuning set by the
EOM frequency.

Once tuned and locked, the laser beams from LD1 and LD2 are relayed to a fiber amplifier
via a fiber switch. The 5 W output of the fiber amplifier is divided among the transverse
cooling, Zeeman slowing, MOT1 and MOT?2 fiber inputs, which transport the beams to their

respective sites on the experiment.

Laser power and frequency switching controls for MOT?2

As mentioned in Chapter [2| atoms are accumulated in MOT1, transferred to MOT2 with
a push/guide beam, and recaptured and cooled in MOT2 over a 250 ms cycle. During the
250 ms cycle, MOT?2 is operated in either a “capture” or a “cooling” phase, where the laser
power and detuning frequency are adjusted to maximize atom capture or to produce a cooler
and more-confined MOT in the two phases respectively. From the capture to the cooling
phase, the laser power is reduced from the typical regulated maximum of 20 mW to 1.4 mW,
and the detuning is increased from from 78.9 MHz to 87.1 MHz. This effectively reduces the
MOT width from ~ 600 to ~ 300 pm.

To switch between phases mid-trapping cycle, as is desired, the control and switching

scheme for the laser power and detuning in Figure is employed. The TTL logic for
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Figure 6.23: Partial scheme of atomic energy levels for “He/®He and *He. Arrows indicate

the cycling transitions used for cooling.

the MOT1 on/off, push beam on/off, and MOT2 capture/cooling phases is produced by
multi-counter/timer modules (National Instruments PCI 6602) and programmed via Lab-
View (DelayGate.vi). The timings are shown in Figure The AOM capture and cooling
frequencies set by two independent VCOs. While the AOM driving frequency sets the laser
detuning, laser beam power is controlled by attenuating the AOM driving signal with a
voltage controlled attenuator (VCA). (The signal amplitude dictates how intense the AOM
sound wave is and thus how much of the beam is diffracted into the frequency-shifted AOM
sideband used for trapping.) The laser power is regulated by a PID controller based on the
measured returned beam power from MOT2. The PID setpoint is set externally by the out-
put of a RIGOL waveform generator. The RIGOL output is set to match the capture/cooling
duty cycle and is triggered by the push beam TTL trigger from the LabVIEW DelayGate
program. Based on this scheme, the power and detuning can be separately controlled for

either phase in MOT2.

The observed MOT width as a function of laser power and frequency for the cooling



184
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Figure 6.24: TTL signal (ON/OFF) scheme for trapping cycle beams and phases. Fill
represents ON.

phase is demonstrated in Figures [6.25a] and [6.25D] respectively.

6.4.2 MOT position dependence on laser power

In January 2017, the camera imaging along with active monitoring of the laser beam power
confirmed the instability of the MOT position over time, showing fluctuations as large as
100 pm occurring within 10 minutes (Figure. Furthermore, it showed that the position
tracked linearly with fluctuations in the laser beam power and that the vertical position
sensitivity to power fluctuations was large: 30 pm/5%. To stabilize the MOT?2 laser power,
the PID feedback loop depicted in Figure was devised. Using the PID feedback, the
laser power is regulated to within 0.5% (compared to the 20% fluctuations seen without
regulation).

The dependence of the MOT position on laser beam power arises from a power imbalance
between the incident and reflected trapping beams at the MOT position (Figure . This
imbalance comes from reflective losses on the mirrors used to produce each of the coutner-
propagating beams. To compensate for this loss, the beam is made to be slightly converging

so that at the MOT the reflected beam is more concentrated than the incident beam. If the
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Figure 6.25: MOT vertical width (charactarized by Gaussian fit parameter o) as a function

of trapping beam (a) power and (b) detuning frequency.

Figure 6.26: (a) Change in the MOT vertical position over time due to power instability.
(b)Replotted as a function of monitored laser power. In this setup the measured power was
a small fraction of the power diverted from MOT2 via a polarizing beam splitter and is
proportional to the delivered power. The dependence of the vertical position on laser power

is 30 pm/5%. A 5% change corresponds to about 1 mW of the normally delivered power.
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Figure 6.27: Feedback and switching scheme for the MOT2 laser power and frequency con-
trol. Two independent VCOs provide the detuning frequencies for the capture and cooling
phases. The VCO outputs are relayed by RF switches to a common VCA (voltage controlled
attenuator) and then to an AOM through an RF amplifier. The RF switches for the cap-
ture and cooling signals are controlled with TTL signals from the LabVIEW DelayGate.vi.
The frequencies of the separate VCOs are controlled by 0-20 V variable, high stability DC
supplies (1 and 2). The power levels for both phases are controlled with the Ch2 output of
the RIGOL, which sets the external setpoint for the PID. The MOT2 trapping beam power
is monitored with a photodiode which measures the reflected light returning from MOT?2 at
the position of the non-polarizing beam splitting cube. The photodiode reading is calibrated
against the power meter reading (MOT2 PM) of the incident MOT2 power. The photodiode
voltage signal is the measure signal for the PID. The PID output is combined with a 0-20 V
offset (3) and fed into the common VCA control input.
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Figure 6.28: Depiction of the converging forward and reflected beams at the MOT position.
Beam convergence can compensate for the reflective losses on the mirrors by concentrating

the beam power.

reflective losses are not offset by the beam convergence perfectly at the position of the MOT
(dictated by the magnetic quadrupole field), the MOT will be offset to a degree dependent

on the incident power.

Just after exiting the MOT2 output fiber (Figure , the trapping beam is collimated
by a single plano-convex positive lens and defined in size by a variable iris. The distance
between lens and fiber output is chosen to be slightly larger than the focal length, so that
the refracted beam is slightly focused rather than perfectly collimated, where the degree of

the focusing depends on the distance of the lens from the fiber output.

The dependence of MOT transverse (ug) and vertical (uz) position on laser power was
measured and optimized as a function of beam focusing, where focusing was adjusted by
changing the distance of the focusing lens from the MOT2 fiber output. The measured
dependence on power for various lens positions is shown in|6.30l Due to the difference in path
lengths and reflective losses between the three beams, only one dimension can be optimized
at a time. Due to the high sensitivity of a to Z, the optimization was of course performed for
this dimension. The smallest dependence on the power in Z achieved was 3+ 5 pm/mW for
the 19.5 mm lens position (where 1 mW corresponds to 5% of the nominal laser power). The
transverse position dependence on power for the 19.5 mm position is —65 +4 pm/mW. For
the 1% measurement of a, the transverse MOT position is negligible up to several hundred

pm. Moreover, since the PID limits power instability to less than 100 ©W, the corresponding
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Power meter holder Focusing lens MOT2 fiber output
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Figure 6.29: Setup of the MOT2 fiber output prior to beam splitting. Upon exiting the
fiber, the beam passes through an iris and is slightly focused by a plano-convex lens prior
to passing through a polarizing beam cube and a 1/2 wave plate. The lens is mounted on a
translation stage so that its distance from the fiber can be precisely varied in order to adjust

the beam convergence.

instability in transverse and vertical positions due to power fluctuations is limited to less than
7 pm and 1 pum respectively. The MOT width dependence on power does not significantly
change with focusing, consistently increasing 10-30 pm/mW for all lens positions measured.

Figure [6.31] shows 20 pm and 40 pm drifts in the vertical and transverse MOT positions
over the 14 hour period with the PID power stabilization.

6.4.3 Position dependence on detuning

The MOT position also has a dependence on the trapping beam frequency due to etaloning
effects (light interference between the parallel surfaces of optical elements, such as the vacuum
windows, that cause changes in the reflected power as a function of light frequency). The
explicit dependence of the MOT position on the laser detuning &, for “He and *He was
measured by varying the AOM frequency and observing the change in the MOT position.
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Figure 6.30: Top: Change in transverse (Aug) and vertical (Auz) MOT positions as a
function of laser power for different focusing lens distances from the fiber. Bottom: Position

sensitivity to power with lens position.
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Figure 6.31: 14 hour stability of the transverse and vertical MOT positions.
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Table 6.4: MOT position sensitivities to magnetic field and trapping laser parameters.

Coordinates are wrt to the chamber center unless otherwise noted. The combined

instability in the MOT Z position due to instability in these parameters is estimated

to be <1 pm.
Trapping Parameter 0Z/0s 0X/0s Y /0s s
X Coil Current I, 0.3 pm/mA | —1.7 pm/mA | 0.05 pm/mA 0.1 mA
Y Coil Current I, 0.3 pm/mA | —0.17 pm/mA | —2.0 pm/mA | 0.1 mA
Z Coil Current I, 12.5 pm/mA - - 0.05 mA
Laser Power P 3+5 pm/mW? —65 yum/mW? 0.1 mW
Laser Detuning d 25 ym/MHz | —0.6 pm/MHz | —17 pm/MHz | 0.001 MHz

1 Best achievable

2 CMOS camera transverse coordinate.
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The observed change is plotted in Figure for two separate data sets taken on 10/23/17
and 11/03/17. As described in Section the ®*He detuning can be adjusted separately by
varying the EOM frequency. The detuning for *He and 3He respectively can be expressed as
do and dg + 01 where d; is the relative detuning set by the EOM frequency. For the 10/23/17
data set, the relative detuning for *He wrt *He is the nominal 6; = 0 MHz. For this data
set the isotopes exhibited a similar trend with no crossover point in position, maintaining
30 — 50 pum separation in Z and a 50 pm separation in the transverse positions. For the
11/03/17 data set, the relative detuning was adjusted to 6; = 1.2 MHz in order to reduce the
difference in the Z position between *He and “He for the nominal detuning setting 6, = —88
MHz. While the isotope separation in z is diminished, a separation of 60 pm in the transverse
coordinate is maintained. To resolve the dependence in XY, the study was repeated with
MCP imaging, and Figure shows the path traced out by the 3He and *He Penning ions
on the MCP for the corresponding points in the 11/03/17 data set.

The estimated MOT position sensitivity on detuning is 02/9dy = 25 um/MHz. Because
the laser frequency is stable to 1 kHz, the contribution of the effect to the MOT instability

is on the pum level and can be safely neglected.

6.5 Absolute determination of the *He MOT position and width for the June
2017 data run

6.5.1 Position stability monitoring

The absolute position, width, and orientation of the $He MOT for the June 2017 data run is
deduced from a corroboration of CMOS camera and MCP images of the MOT, the camera
and geometry calibrations, and photoion TOF measurements.

During the acquisition of the recoil ion TOF spectrum for the measurement of a, the
MCP image data is used to simultaneously monitor the MOT zy position via Penning ion
and photoion events. The ®He Penning ion and photoion events accumulated in each 10 min

- 2 hr run are histogrammed and fit to Gaussian surfaces to extract the centroids and width
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Figure 6.32: 3He and “He MOT position as a function of detuning frequency &, for 1.4 W
laser power. The measurements in (a) were taken on 10/23/17 and 11/03/17 where the
relative detuning for *He wrt *He was varied from 6; = 0 MHz and §; = 1.2 MHz to match
the vertical position of *He at 6y = —88 MHz. (b) shows the corresponding positions on the

MCP (from Penning ion image) as the detuning is varied (by 1 MHz increments).
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parameters. Figure shows a time series of the fit parameters for the Penning ion images
over the course of the four-day data-taking period in June 2017. The data is divided into 5
sets: 2 full field sets (E, ~ 1.55 kV/cm) and 3 low field sets (E, ~ 0.75 kV/cm). The width
parameters o, and o, of the residual gas image are shown to have two discrete values for the
two field strengths due to the difference in time allotted for ballistic expansion, while the
photoion and Penning ion peak widths show much less of a response to the field.

The three jumps in the X and Y positions after the FullField Setl data, before the
LowField Set2 data, and before the LowField Set3 data are due to trap reoptimization and
other controlled changes to the trapping parameters. The 50 um change in the X position
after run 2 of LowField Setl was due to an MCP trip/wrong setting resulting in failed fits
for runs 3 and 4, while the jump between runs 6 and 7 is unexplained. Apart from these
jumps, the peak positions are stable to 50 ym in x and y over each data set.

The positions and widths of the *He photoion and Penning ion peaks are also measured
between ‘He data runs as a cross-check. These peaks consistently overlap with the ®He peaks,
indicating no significant difference in X and Y position between the SHe and ‘He MOTs.

Finally, there is a systematic displacement of up to 100 um between the residual gas
and the %He self-ionization peak positions in x. One conjecture to explain this is that the
local variations between MCP channel timing (and therefore position reconstruction) can be
large and the SHe Penning ions are localized to only a few channels compared to the residual
gas ions. However, the photoion distribution, which is comparable to the °He Penning ion
distribution, does not show the same displacement. Another possible explanation for the
displacement considers the dependence of Penning ionization on atomic spin orientation[42].
Although on average the atoms are unpolarized, local variations in the trap polarization
may exist due to the way in which the circularly polarized beams interfere. The probability
of He-He Penning ionization, thus, may have a spatial dependence beyond the trap spatial
profile whereas the probability for residual gas Penning ionization and photo-ionization is
unaffected. More about factors affecting ionization in cold atom collisions can be found in

[49]. Because (1) the residual gas peaks sample more MCP channels, (2) the photoion peak
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positions agree with the residual gas peak positions, and (3) the residual gas distribution is
unaffected by local polarization effects, the residual gas peaks are trusted for the MOT XY
position rather than the He-He Penning ion peaks.

Although the Z position of the MOT cannot be imaged on the MCP directly, large changes
in the MOT Z position over the run are expected to be reflected in the photoion TOF. Figure
[6.34] shows the relative change in the photoion TOF over the course of the full field and low
field runs. The correlation between the Z position and the photoion TOF for *He and *He is
1.48 ns/mm and 1.21 ns/mm in the full field respectively, and 2.06 ns/mm and 1.69 ns/mm
in the low field configuration respectively. Discounting any changes in the detector timing
response, this translates to a change of ~ 135 pum in the °He MOT Z position between the
FullField Set1 and Set2 runs and a 30 pm drift in the Z position across the LowField runs.
For the full field data, the ~ 135 um jump is comparable to the ~ 100 um and ~ 200 pm
jump seen in the X and Y positions with the MCP. However, for the 100 pm adjustment
in the X position between the Setl and Set2 of the LowField data, the TOF follows the Y
position trend rather than the jump in X.

Overall, there are discrete jumps mirrored in the MCP image and the photoion TOF
that require the data to be segregated into the respective data sets (as already done) for
separate analysis. For each data set, the photoion TOF and MCP image indicate that the
MOT position is constant within 40 pm.

6.5.2 Absolute position determination

Table [6.5] shows the final estimates on the MOT position wrt to the chamber coordinates
for the ‘He data sets based on the MCP Penning ion images, the photoion TOF, and the
6/15/17 and 6/16/17 CMOS camera images of *He and 3He. The uncertainty in the absolute
“He Z position (or MOT-MCP distance) determined from the CMOS image calibration is
127 pm.

The alternative method for determining the Z position from the photoion TOF is pre-
sented in Chapter f] The method relies on matching the simulated and experimentally
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Table 6.5: Measurements of the ®He, “He, and *He MOT position wrt to the chamber
coordinates for the ®He data sets based on the 6/16/17 CMOS camera image and the June

2017 MCP Penning ion images.

Data Set Date | X [mm] | Y [mm] Z [mm]
*He CMOS Image | 6/15/17 - - —0.811 4+ 0.127
"He CMOS Image | 6/16/17 - - —0.811 £ 0.127
SHe CMOS Image | 6/16/17 - - —0.829 +0.127
*He Field Scaling | 6/15/17 | —0.135 | —0.504 0.207"
SHe Field Scaling | 6/15/17 | —0.136 | —0.488 0.197b¢
“He Field Scaling | 6/17/17 | —0.413 | —0.124 0.056"¢
®He Field Scaling | 6/17/17 | —0.417 | —0.110 0.027°

®He FullField Setl | 6/20/17 | —0.506 | —0.353 | —0.315 4 0.004*
®He LowField Setl | 6/21/17 | —0.522 | —0.202 | —0.221 £ 0.003*
®He LowField Set2 | 6/22/17 | —0.389 | —0.176 | —0.213 + 0.008"
®He LowField Set3 | 6/22/17 | —0.399 | —0.165 | —0.199 + 0.002*
®He FullField Set2 | 6/23/17 | —0.405 | —0.154 | —0.203 £ 0.003*

* Measured via photoion TOF using T, = —83.203 ps determined
from the field scaling analysis. Listed uncertainties are statistical.

b Measured via photoion TOF for the k& = 0.35 scaling run from the
field scaling analysis.

¢ Different values for the £ = 1 field than for the £k = 0.35 field for
these cases. See discussion of Figure in Section [5.3.2] The val-
ues obtained for the k = 1 case for *He and *He are approximately

100 pm and 80 pm higher respectively.
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measured photoion TOF peaks by adjusting the simulated MOT position. To obtain the
absolute photoion TOF, a measure of the zero timing offset T} (the difference in timing de-
lay between the 8 detector and MCP) must be obtained and subtracted from the measured
spectrum. The various methods and complications of measuring Ty and Z for photoions
are discussed in Chapter | Overall, the field scaling method is shown to be self-consistent
in determining the Z position to &~ 100 ym. The MOT positions for the various isotopes
determined from the the lowest field configuration (k = 0.35, where k is the field scaling
factor) in the 6/15/17 and 6/17/17 field scaling runs and for each of the days of the ®He
data runs are listed in Table [6.5 The photoion analysis indicates that the drift in Z over
the data-taking period is limited to within &~ 100 gum. Other than the expected jump from
the first to second data set due to trap reoptimization, there are no abrupt changes in the
determined position, including in the last transition from Low to Full field. This indicates
that the method is consistent between the two field configurations.

A direct comparison of the Z positions determined by the CMOS camera images and
the photoion TOF on 6/15/17 shows an unexplained difference on the order of 1 mm. The
photoions also show a shift in the position from 6/15/17 to 6/17/17 of ~ —150 pm and
another shift of ~ —300 um between then and the start of the °He run on 6/20/17.

Figure demonstrates the clear differences in the overlays of the He photoion TOF
spectra from data and simulation, where photoions are simulated at the *He Z position
measured by the CMOS camera. The TOF peak differences and corresponding position
differences (using the slope relations in Table are listed in Table

From the photoion TOF, a position change of at least —400 pm is observed between
6/15/17 and 6/20/17. These changes are unintended and large compared to previously
observed fluctuations in the MOT position over days. The largest change in the position
(due to drift or adjustment of the trapping parameters) occurs between the first and last
set of runs in the four-day data-taking period and is ~ 200 um according to the MCP Y
position displacement in Figure [6.33] Likewise, the change in position for runs separated by
several days (Figure has been observed to be ~ 200 pum for other studies. Thus, it is
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Figure 6.35: Spectra overlays of the experimentally obtained and simulated photoion TOF
for the June 2017 FullField and LowField data, where the MOT Z position is simulated at
the position obtained with the ZCMOS camera.

reasonable to assume that the expected change in the Z position between 6/16/17 and the
6/20/17 is limited to 200 pm. In light of this, the shift of —400 pm suggests a source in
instability in the photoion TOF data that has not been taken into account.

For these reasons, the CMOS camera measurement is trusted more for the Z position
than the photoion TOF. The final uncertainty in Z is estimated to be 200 pm from the
day-to-day fluctuation seen in the MOT Z position using the CMOS camera images. The
final maximum contribution to the error in a due to this uncertainty in the MOT Z position

is 0.66%.

6.5.3 MOT shape

To first order, the MOT shape is an oblate 3D Gaussian, with gg*™" & gghamber > gehamber
due to the axial symmetries of the quadrupole field (the anti-Helmholtz coils are on the y
axis). However the shape can also distort along the diagonal laser beam and the push beam
axes in the xz plane, forming at best a rotated Gaussian with different width parameters
for the three dimensions. In general, the MOT would need to be imaged dynamically from
different directions in order to identify the orientations of the smallest and largest axes.

The single CMOS camera provides the projection of the MOT in the z dimension without
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Table 6.6: Differences between the mean values of the experimentally measured and simulated
photoion TOF for the June 2017 FullField and LowField data shown in Figure [6.35, where
the MOT Z position is simulated at the position obtained with the ZCMOS camera. TOF

differences are converted to differences in position using the dTOF/dZ slope relations of

Table .

4He Full Field

6He Full Field

‘He Low Field

He Low Field

ATOF [ps|!

—0.860

—0.808

—1.153

—1.229

AZ [mm]?

—0.723

—0.557

—0.699

—0.605

! Experimental values obtained using Ty =

field scaling analysis.

2 Statistical uncertainties < 6 pm.

Table 6.7: Simulated dTOF/dZ slope relations at Z = 0 mm for “He, 3He, and %He in the

Full and Low electric field configurations. Units are ns/mm. Relations are approximately

valid to 10 ps over a mm.

Isotope | Full Field | Low Field
SHe 1.45 2.03
“He 1.19 1.65
3He 1.03 1.43

—83.203 ps determined from the
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complete information on the orientation of the axes of symmetry. From the 6/16/17 image
of *He and 3He, the semi-major and semi-minor axis widths of the MOT are 230 pum and
193 pm respectively, oriented at ~ 45° from the horizontal plane. Since a is predominantly
sensitive to the vertical width (the sensitivity of a to the horizontal position and width is
< 0.1%/100 pm), the MOT is simulated by the simple oblate spheroid distribution with

oz = 210 um to match the projection of the camera image:
oy =0.,, sin’0+ o, cosl (6.2)

where o, , 0., and 0 are the width along the semi-major axis, the width along the semi-
minor axis, and the angle of rotation in the CMOS camera reference frame respectively. The
uncertainty on the width parameter is equal to the relative accuracy of the CMOS image
calibration, 5 um. Since the sensitivity of a to oz is —2.12%/100 pm (Section [8.3.4), the
uncertainty in a due to the uncertainty in the MOT vertical width is then 0.1%.

6.6 Summary of geometry calibrations

Calibrations of the electrode array geometry and the MOT position wrt to the MCP were
performed to satisfy the accuracy requirements set forth by the MC simulation. The relative
distances between the adjacent electrode plates were measured to 15 pum precision using a
height gauge, and a comparison of calibrations performed in July 2016 and October 2016
showed consistency in the spacing measurements to 70 um, corresponding to a —0.09% error
in a. These measurements along with the calibration of the CMOS camera image of He and
3He MOTs were used to determine the vertical position MOT wrt to the MCP (Z) to 127 pm,
while the MCP Penning ion image was used to measure the X and Y positions wrt to the
chamber coordinate system to 5 ym. The camera and MCP images were used to evaluate the
MOT position stability over time and as a function of the MOT trapping parameters. After
implementing PID regulation of the laser power, the MOT vertical position Z was observed to
be stable to 20 yum over 14 hours, and instabilities in Z correlated to fluctuations in the laser

frequency, power, and the magnetic field coil currents were limited to 1 um. A transformation
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function for the MCP image was obtained for direct comparison to the CMOS camera image
to 100 pm.

The linear relations between the photoion TOF and Z were measured to be consistent
with simulation to 100 ps/mm. Eventually simultaneous measurements of Z with the CMOS
camera and the photoion TOF with the DAQ were obtained for a *He stability test run,
directly confirming 60 ps fluctuations in the TOF independent of fluctuations in Z.

Finally, the MOT position was obtained using the stated techniques for the various data
sets of the June 2017 ®He data run and are listed in Table [6.5] The MOT vertical width
is taken to be oz = 210 & 5 pum to match the projection of the camera image. The MCP
image showed the MOT X and Y positions to be stable to 50 pm for each data set. The
“He and 5He photoion TOF spectra indicated that Z was stable to ~ 100 um over the four-
day data-taking period. However, the photoion TOF also showed a jump of ~ 150 pym in
Z over two days, while the CMOS camera image between days showed no change in Z to
1 pm. Ultimately CMOS images taken hours before the photoion TOF scaling measurements
showed that the two methods for determining Z are inconsistent to 1 mm.

In general the photoion TOF measurements have shown much less stability in dynamic
situations (when experimental parameters are varied in a controlled way) compared to the
CMOS camera images. The photoion TOF is more sensitive to systematics that are hard to
control and characterize with certainty, such as the nitrogen laser profile or the MCP local
channel response (see Chapter [5)). For these reasons, the photoion TOF is not considered to
be a good measure of Z to better than 1 mm accuracy.

As systematic studies in Section [8.3] show, the sensitivity of a on the MOT-MCP dis-
tance Z is 0.22%/100 um. The correlation of the electrode spacing uncertainties and the
uncertainty in the MOT position is made explicit in Section [8.3.5 Including this correlation
brings the expected uncertainty in a due to the uncertainty in Z from the CMOS camera and
array geometry calibrations to 0.54%. However, accounting for a possible shift of 200 um
in the position between the last CMOS MOT image and start of the data run raises the

uncertainty contribution to £0.7%.
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The total uncertainty in a due to the precision of the spacing measurements is £0.30%
with the additional error of —0.09% from the difference in the July 2016 and October 2016
geometry calibrations. This and the +0.7% contribution from the uncertainty in Z meets

the experimental goal of 1% for the measurement of a.
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Chapter 7
DETECTOR TIMING

The kinematic time of flight of a coincidence event is defined as
TOF = TMC’P — TPMT — To(g) (71)

where Tycp and Tpyr are the readout times for events that trigger the MCP and the
photomultiplier tube (PMT), respectively, and 7Tj is a timing offset intrinsic to the detection
system that depends on many variables of the detection processes, denoted by the vector
S. Examples of such processes include the charge multiplication processes, signal dispersion
through the detection medium, signal propagation through cables, shaping times, and the
treatment of the signals within the DAQ system. In the analysis of a, the Ty parameter
includes all the timing information not modelled in the physics of the Monte-Carlo simulation.

MC studies of the binned log-likelihood TOF spectrum fits show that the sensitivity of
a to absolute Ty as a simple offset is (1/a)da/dTy = 3.5%/100 ps (Section [8.3.1]). Thus, for
a 1% determination of a in which a is the only free parameter, T needs to be constrained
within approximately 30 ps. Alternatively, Ty can be incorperated into the fit as another
fit parameter. However, since T} correlates strongly with the other parameters in the TOF,
such as the electric field and the MOT position, and as it is generally a function of other
system variables rather than a fixed quantity of the system, it makes sense to measure Ty
experimentally rather than leave it as a free fit parameter in the analysis of a.

For this experiment, there are various sources of data independent of the a determination
with which to study the timing response of the system, namely: photoions from trapped %He,
“He, and *He (discussed in Chapter [f]), the cascade decay of ?"Bi (discussed in [31]), the
double coincidence 3 TOF peak from ®He beta decay, the 2*°Cf a-v coincidence spectrum,

and UV photons from the ionizing laser source.
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In this chapter, the absolute timing offset between the 5 detector and the MCP is deter-
mined using the prompt coincidences by 3 particles from °He decays and a-v coincidences
from the a-decay of 2#Cf. To extract Ty from the TOF spectra of the different sources, the
physical properties of the events are considered and accounted for (such as the event kine-
matics, source geometry, additional lifetimes, dead layers, and background spectra), with
the goal of obtaining an appropriate timing response function. Specifically, the correlations
of the timing with integrated charges of the PMT (energy) and MCP (gain) and the recon-
structed MCP hit position and gain map are examined. The significant dependence on MCP
hit position is characterized by piecewise timing correction maps that are shown to differ
between the sources. To explain the differences, the particle interactions with the detectors
are considered. The CFD effects of the QMCP and scintillator are investigated using «
particles from the decay of 2*°Cf and UV photons, respectively. A QMCP CFD correction
is obtained for the f-v correlation data, and finally, the effect of the MCP position- and
charge-dependent corrections on a is quantified. The values of the absolute timing offset T

measured using different particles are compared.

Ultimately, through the work presented in this chapter, it is found that the ?*°Cf timing
calibration is unable to constrain the absolute timing offset T to better than 1 ns, necessi-
tating that Ty be an additional fit parameter in the TOF fit function in the analysis of a.
With T as a free fit parameter, the relative timing corrections obtained in this chapter are
found to affect a to < 0.1%. Though the results of this work were not fruitful in directly
improving the a measurement, the content of this chapter can be a resource for understand-
ing the complications and limitations of measuring the absolute timing response of an MCP

and/or Scintillator detector system in the context of a TOF measurement.

Finally, a preliminary charactarization of the scintillator-PMT and MCP detector timing
resolution is performed using data from non-trapped He decays in Section [7.6]
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7.1 Timing peaks from °*He s

In addition to the coincidences from s and recoil ions, the He decay TOF spectrum contains
peak structures from ( and cosmic rays that trigger both the PMT and the MCP. Figure
shows the histogram of the TOF vs the scintillator energy of these events for the diffuse
(untrapped) SHe decay spectrum, collected during the June 2017 data run at an MCP rate of
2 kHz over 11.5 hours for background shape analysis. The left peak at ~ —5 ns is produced
by particles that trigger the MCP and then scatter into the scintillator, and vice-versa for the
right peak at ~ —3.5 ns. The TOF difference between the peaks (= 1.5 ns) is proportional to
twice the distance between the two detectors divided by the speed of the particles, equivalent

to the speed of light at the relevant energies.

The composition of the timing peaks can be better understood by comparing them to
the timing peaks from a 5-day background run (no ®He or other sources) in Figure .
The prominent feature above 6000 keV is identified as minimum ionizing particles (MIPs,
e.g., cosmic-ray muons) whose signals saturate the dynamic range of the QDC module and
therefore lead to a TOF that is clearly dependent on the deposited energy. The lower energy
background is a combination of cosmics, electrons, and other radioactive contaminants (peak
near 0 ns.) The accelerator beam was observed to contribute to the background peaks

proportional to the peak ratios.

In contrast to the background spectrum, in the diffuse He spectrum, the left peak dom-
inates. The reason for the excess of events is due to the uniform distribution of ®He atoms
within the chamber geometry: it is more likely for a 3 from ®He decay (occurring near or
below the MCP) to trigger the MCP and scatter into the scintillator than vice-versa due to

the materials that separate the scintillator from the detection chamber.
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Figure 7.1: Scintillator energy vs TOF coincidence spectra of (a) ambient and beam-induced

background (5-day run), (b) untrapped ®He -3 coincidences (11.5-hr run), and (c) **°Cf a-y

coincidences near the T region (4-day run). For (b) and (c), the spectrum at lower energies

is also shown. In (a) and (b), the left peak at —5 ns corresponds to relativistic particles that

trigger the MCP first and the scintillator second and vice-versa for the right peak at —3.5
ns. Above 6000 keV are MIPs (cosmic rays).
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7.1.1  Complications with measuring absolute Ty using the timing peaks

Sections 4.15.2-4 in [31] discuss in detail the use of the timing peaks in the energy range 1600
keV to 3500 keV from both trapped and untrapped decays in an attempt to fix 7 for the
October 2015 data. The timing peaks are fit to Gaussians, and Tj is taken as the average
between the peak locations assuming that the speed and distance traveled by the particles in
the two peaks is the same on average. Among the findings, is that the TOF distance between
the peaks in the trapped data is greater than simulation by about 200 ps and that there is a
difference in the left peak position between trapped and non-trapped data of about 100 ps.
Additionally, a 100 ps discrepancy between the timing peak T, and the Tj determined via

207Bi cascade decay is found.

7.1.2  Correlation of the MCP timing, hit position, and gain for Bs and ions

Further investigation of the timing peaks reveals a strong correlation between the MCP
timing, hit position, and gain. Similar patterns in timing and gain as a function of MCP
position were revealed when MCP timing and gain maps were constructed for the June 2016
untrapped *He run. The timing and gain maps, shown in Figures and respectively,
were constructed by partitioning the data into 4 x 4 mm quadrants on the MCP and then
obtaining the timing peak centroid and gain (QMCP) for each quadrant. From one corner
of the MCP to the other, the timing for Ss changes by approximately 500 ps and the gain for
ions by approximately a factor of 4. The correlation of MCP gain with position is confirmed
for both ®He f3s and recoil ions, as observed with the gain maps constructed for the June
2017 data run in Figures and respectively. The factor of 1.5 difference in the gain
map between s and ions is explained by the difference in QMCP distributions for the two
particle types.

Figures [7.3b| and Figure [7.3c| compare the individual QMCP distributions for 5 and ion
events respectively for the MCP regions shown in Figure The figures clearly show how
the QMCP distributions diverge for the northeast and southwest corners of the MCP for
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Figure 7.2: Observed shift in the (a) left S timing peak centroid and (b) MCP gain
((QMCP)) for recoil ions as a function of MCP position for the June 2016 °He untrapped

decays.

both particle types, and also highlight the difference in QMCP distributions between the
particle types. Figure [7.4] shows the effect for the trapped decay recoils as a function of both
0 and MCP radius R.

To explain the dependence of the MCP gain and timing on the MCP position, the prop-
erties of the MCP are considered. As described in Chapter 2, the MCP channels are 25 pim
in diameter, spaced 35 pum apart, and are angled 8° wrt to the surface normal. The MCP
is a two-stage MCP, where two 1.5 mm MCP plates are fused together in a Chevron con-
figuration to enhance charge saturation and mitigate ion feedback effects[53]. To form the
bias electrodes, the input and output side of the MCP is coated (via evaporation) with a
conductive layer of nickel-based alloy, processed to have a surface resistance of 100-200 €2
from one edge of the MCP to the other. This electrode coating extends into the channel at
a depth that ranges from 0.5 to 3.0 of the channel diameter[24]. The surface of each channel
is conductive glass, processed to exhibit a specified high resistance. When a particle strikes

the channel wall of the biased MCP, the electron avalanche propagates through the channel
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and emerges on the other side, while the induced charge signal propagates along the bottom
electrode surface to a capacitive pick-up at the southwest corner of the MCP. While ions
typically strike the MCP channels from the top, using the full length of the channel for charge
amplification, the highly-penetrating s can strike anywhere along the channel, leading to
lower gains, which explains the difference in QMCP distributions for the two particle types
in Figure[7.3] The largest gain for both particles (and shortest TOF for the s) occurs near
the position of the MCP signal pick up. Thus the timing dependence on position can be
explained by different signal transit times for signals originating at different MCP positions.
Meanwhile, the change in gain with position may be due to an inhomogeneity in the channel
surface coating, affecting the channel charge amplification; an inhomogeneity in the electrode
surface coating, affecting the local bias of the channels; or a combination of both. However,
the proposed mechanisms do not explain why the gain and timing show similar dependencies
on the MCP position.

In any case, since the signal transit time is expected to vary as a function of MCP position,
and since, for a given event, the MCP gain is not well-defined, the timing is posited to be
a function of the MCP position rather than gain. Additionally, there exists the secondary
phenomenon of CFD time walk for low QMCP signals. However, to isolate this effect, the
position-dependent effect must first be characterized. The next section details how this is

done for the timing peak spectra from the June 2017 data from untrapped ®He.

7.1.3  Relative Ty correction map construction
Separation of the kinematic TOF from the detector response

In general, the kinematic TOF of the s depends on the path length from the MCP to
the scintillator, the electric field, and the § velocity. To cut out the MIPs and low energy
background, only events with energies 200 < F,.y < 3000 keV are used for the Ty map
construction. The g TOF as a function of 8 energy for these events is calculated and plotted

in Figure Figure [7.6b] shows that the contribution of the electric field to the TOF for
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Figure 7.6: (a) Calculations of the MCP to Scintillator TOF vs 3 energy for the (s of the
left timing peak. (b) shows the effect of the full electric field on the TOF as a function of

energy, and (c) shows the change in TOF as a function of MCP radius.

FEyeing > 200 keV is less than 20 ps, and Figure shows that the dependence of the TOF
on the MCP radius is also less than 20 ps. The additional dependence of path length on the
beryllium window entrance radius is estimated to be even smaller and is therefore neglected.
The kinematic TOF is subtracted from the measured TOF of the § event-by-event based on
the MCP hit position and the scintillator energy. Because at low energies, there is no way to
distinguish whether an event belongs to the left or right timing peak, all events are treated

as if they belong to the left peak.

Partitioning and peak-fitting

After subtracting the physical component of the TOF, the events are partitioned into 4 x 4
mm quadrants over the MCP area, are binned into TOF histograms, and then are fit to a
double Gaussian distribution to determine the left and right peak centroids. Figure

shows a typical fitted histogram. Several conditions are applied to increase the fit quality:
1. Fits are only attempted for quadrants that contain > 20 counts.

2. Fits are only attempted for quadrants with > 20 nonzero bins.
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Figure 7.7: (a) Sample fit of the °He timing peaks for an MCP quadrant. The peaks are fit
using a binned log-likelihood method for Poisson statistics. The realized x? distribution is

plotted alongside p(x?|v) in (b). More on x? behavior for low statistics data can be found

in Appendix H

3. If the standard errors on the fits cannot be computed or if x2 > 1.5, this is taken as
in indication that the right peak is not visible and a single Gaussian fit is attempted

instead of a double Gaussian fit.

Since the bin counts for  TOF peaks are low, the peaks are fit using binned log-likelihood
of a Poisson distribution rather than a Gaussian distribution (least squares method). Figure
7.7b|shows the x?2 distribution from the quadrant fits compared to p(x?|v), the analytical x?
distribution. The mean of the x? distribution is significantly lower than p(x?|v). This occurs
for both the Gaussian and Poisson treatment due to fitting many zero-value bins caused by
a very small background term (as illustrated using simulated fitting in Appendix . For
the purposes of determining the peak centroids to the level of 10-30 ps, either Gaussian or
Poisson treatment suffices. The means of the left timing peak are fit to a piecewise linear
interpolating surface as a function of the MCP position, which is used to compute the event-

by-event Tj correction relative to the center MCP quadrant. Figure [7.8 shows the resulting
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Ty correction map constructed from the untrapped He decay 3 coincidences.

7.2 Measuring T, with **Cf o decay

As mentioned, the ions and (s strike the MCP channels at different depths, eliciting differ-
ent responses in gain. This raises the question of whether the timing response is likewise
significantly different between ions and Bs. Given that an « particle is a nucleus (He?"), its
interaction with the MCP is expected to resemble that of the recoil ions, in contrast to fSs.

This motivates the use of a 2*?Cf a source as a second measure of the timing response.

7.2.1 *Cf a decay spectrum

249Cf has a half life of 351 years and decays into the long-lived isotope 2**Cm via alpha
emission nearly 100% of the time. The 24°Cf alpha emission spectrum and partial decay

scheme to the excited states of ?*°Cm (as measured and deduced in [2]) are shown in Figures
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states in daughter ***Cm. (b) ?*Cf a decay scheme to excited states of *Cm nucleus.

Level energies are in keV, « intensities in %, and hindrance factors are given. Figures from

2]

and respectively. The excited states of 2#*Cm promptly decay to the nuclear ground
state via 7 emission, where the v decay scheme of 2**Cm is shown in in Figure [7.10, The
excited nucleus can also undergo internal conversion, emitting an electron followed by an

x-ray photon and/or Auger electron.

As a point of reference, the branching ratios of the assi, auss, and asgg groups in Figure
is 1.4%, 4.7% and 82.4% respectively. For the prominent asgg decay, the excited state of
25Cm decays via a 388 keV v to the ground state or a 333 keV 7 to the 54.8 keV excited
state, with a branching ratio of 4.5:1 respectively. The half-life of the 388 keV state has been
measured to be 450 ps while the half-life of the 54.8 keV state has been limited to < 100
ps. Thus ?*°Cf offers a prominent 5811 keV «a and 388 keV 7 coincidence for the timing

calibration of the detectors.
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Figure 7.10: 2*5Cm excited state decay scheme. Level energies and y-ray energies are given

in keV. Figure from [2].
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Figure 7.11: Topward (a) and sideward (b) view of the ?*Cf a-source. The source is elec-
troplated onto a 5 mm diameter active area, recessed approximately 0.5 mm from capsule
surface. (c) shows CMOS camera image side view of the source inserted into the MOT2
chamber. Electrode 3 and 4 are visible below and above the source. The red crosses indicate

the measured points identifying the capsule surface.

7.2.2  Measured spectra

Figure shows photos of the 24°Cf source capsule as well as a CMOS camera image of the
source inserted into the MOT2 chamber via the magnetic source transporter. The thin source
is encapsulated within an aluminum casing approximately 12 mm in diameter. The 24°Cf
metal is electroplated on a 5 mm diameter active area which is oriented towards the MCP
during data-taking. The back of the source casing is mounted to the aluminum source holder
and faces the scintillator. In this configuration, only the highly-penetrating vs and x-rays
make it through the thick aluminum holder and into the scintillator through the beryllium

window. No electric field is applied while acquiring the 2*?Cf coincidence spectra.

Figures [7.1c| and [7.12c| shows the 2*°Cf scintillator energy vs the TOF and scintillator

energy vs QMCP spectra respectively for a 4-day run. Coincidences involving the heavier «
particles can be distinguished from the background peak via their longer TOFs (peak at ~ 0
ns) and higher MCP charges. Of the two background peaks in Figure , only the right
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one is visible, likely because the source holder shields the scintillator from the fast particles
scattering from the MCP. In this case, in addition to cosmic rays, the right background peak
is predominantly source-induced background (x-rays and bremstrahlung).

Figure shows a histogram of the energy spectrum integrated over TOF after selecting
for the «a coincidence with TOF and QMCP cuts. The edge of the Compton plateau of the 388
keV 7s is clearly visible on top of the ambient and source-induced background spectrum. To
cut out much of the low-energy background as well as many of the other ?°Cm transitions
shown in Figure , the cut Fgne > 180 keV is applied. This is the maximum energy
deposited by the 321 keV ~ of the ayyo decay group which makes up 4.7% of the decays. The
remaining uncut non-asgg transitions make up less that 0.2% of the o decays. Thus with the
energy cut Fg.ne > 180 keV, the aggg transition is sufficiently isolated from the other a-vy
coincidences. The cut Fy.,: < 400 keV is applied to cut out the high-energy background.

Figure shows the MCP gain map (no QMCP cuts) for the « events and Figure
compares the QMCP distributions (integrated over the MCP) between the 2*°Cf as, *He s,
and °Li ions. The difference in the QMCP spectra of the as and °Li ions is attributed to the
fact that the event distributions on the MCP for the ions is more centralized than for the
as, as shown in Figure [7.13] The MCP gain maps and integrated QMCP spectra indicate
that the MCP response for as is akin to that of the %Li ions.

7.2.8  Constructing the Ty correction map using as

To construct the Ty correction map using the ?*°Cf a-vy spectrum, the kinematic TOF is
computed and subtracted from each event, the events are partitioned into 4 x4 mm quadrants
across the MCP area, binned by TOF, and are fit to Gaussian functions, just as for the ®He
Bs. The kinematic TOF is computed for each event based on the o energy upon leaving the
source and the distance from the source to the MCP hit position, where the source-to-MCP
distance is measured using the CMOS camera image of the source (Figure and the
electrode geometry calibration described in Chapter [6] Figure shows the expected

kinematic TOF as a function of MCP radius for a centered source, where the change in
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Figure 7.12: QMCP vs TOF spectra for untrapped He (-3 coincidences (a)(b) and **Cf

a-v coincidences (c¢)(d) prior to (a)(c) and after (b)(d) applying their respective T} correction

maps.
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Figure 7.13: Position distributions of events on the MCP from **°Cf as (left), ®He fs (mid-
dle), and °Li ions (right) from untrapped He decays. Events are azimuthally symmetric for

each case, with °Li ions having a more peaked distribution near the MCP center.
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Figure 7.14: MCP charge spectrum (integrated over the MCP) for 2*°Cf as, ®*He fs, and
SLi recoil ions from untrapped ®He decays. The difference between the a and ®Li ion charge

spectrum is attributed to the differences in MCP position distributions for these events

(Figure ' :
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Figure 7.15: Scintillator energy spectrum of 2*°Cf after selecting for the a events (—2 <
TOF < 10 ns, QMCP > 30000). The Compton edge of the 388 keV s is calculated to be
at 234 keV. In addition to the energy from the the s, the spectrum includes contributions

from x-rays, bremstrahlung radiation, and radiation from unknown source contaminants.
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TOF between the MCP center and the outer radius is approximately 400 ps. The « particle
experiences some energy loss due to the source dead layer (addressed in Section , which
leads to an overall shift in the TOF as well as dependence on outgoing angle (corresponding
to MCP hit radius.)

The background peak is fit to a Gaussian, while the a peak is fit to an exponentially

modified Gaussian (EMG) function to account for the half-life of the « transition:

p+ Ao? —x)
V20

where erfc is the complimentary error function, p and o2 are the first and second moments

A o2
flx, A o0 \) = 5)\ exp 5 ) erfe ( (7.2)

of the unmodified Gaussian, and A is the decay rate. The first and second moments of the

distribution are

' = +1
A

1
0,2:U2+/\2

The paramter A is fixed to In(2)/T1/, where T/, = 450 ps is the half-life of the 388 keV
state in 2**Cm. Since the v triggers first, the decay tail extends to the left, or smaller times,
in the TOF spectrum. To achieve this form, f(z, A, u,0,\) = f(—x, A, —u, 0, \), where
is the TOF corresponding to the immediate decay of the 24°Cm excited state.

With the narrow cut on scintillator energy (180 < Eyune < 400 keV), the o and back-
ground peak events are assumed to have similar timing resolution according to Figure [7.26]
Thus, the ¢ parameter is made common between the the Gaussian and EMG fit functions.
Figure shows a typical TOF fit for one of the MCP quadrants, and Figure shows
the x2 distribution for all quadrants compared to p(x?|v).

Once obtained, the peak centroids (u’) are fit to a (cubic) interpolant surface which is
used to compute the event-by-event Tj correction relative to the center MCP quadrant, just
as for the § Tj correction map. The obtained Tj correction map is shown in Figure
alongside the correction map of the s in Figure The Ty correction maps obtained

from the 2*Cf a-v coincidences and the He 3-8 coincidences agree in the overall T trend
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Figure 7.16: (a) Typical fit of the ***Cf a-y and background timing peaks for an MCP
quadrant. Plot below fit shows the raw (blue) and normalized (red) residuals of the fit. (b)

shows the x?2 distribution for the quadrant fits compared with p(x?|v).
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Figure 7.17: The Tj correction maps (as a function of MCP position) determined by using
(a) untrapped *He 3-8 coincidences and (b) 2*°Cf a-v coincidences of the asgg group. The

relative correction obtained with the as is about 1.6 times larger.

with position. However, the slope of the correction for the as is larger than for the s by
about a factor of 1.6.

In the construction of the Ty correction map in Figure the calculation of the
kinematic TOF of the as included energy loss due to the source dead layer. The following

section details this dead layer measurement.

7.2.4  Measuring the ** Cf source dead layer

When computing the a kinematic TOF, energy loss from the 2*°Cf source dead layer must
be taken into account. The presence of the source dead layer can be identified by observing
the change in the measured TOF as a function of MCP position after angling the source at
45° wrt to the horizontal MCP plane by rotating the magnetic transporting rod about its axis.

Figure compares the residual Ty maps using the normal and angled source orientations
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Figure 7.18: Ty residuals for 24°Cf data after applying the T, correction map for the case
where the source is (a) at the nominal 0° wrt to the horizontal MCP plane and (b) angled
45° . The tilt axis (along which the magnetic transporter is inserted) is at -22.5° wrt to the
MCP z-axis and is indicated in (b) with a red line. The effect of the dead layer on the TOF

is appreciable (300-500 ps) and is consistent with the direction of source tilt.

after applying a Ty correction obtained at the normal orientation from an independent run.
The effect of the dead layer on the TOF is appreciable (300-500 ps) and consistent with the
direction of source tilt, indicated in Figure

Figure is a visual representation of an appreciably thick dead layer in front of a thin
source. Assuming the dead layer is thin, the energy loss of an «a as a function of outgoing

angle 6 is:
dE T n

AE = %|Eacos(9 - cos

(7.3)

where T is the dead layer thickness, dF /dx(E,) is the stopping power at energy F,,, assumed
to be constant over the thickness of the dead layer, and 7 is the energy loss at 0°. To measure
n, the source and a fully depleted Passive Implanted Planar Silicon (PIPS) detector are
mounted inside a 23 in rotational chamber as shown in Figure and the source energy
spectrum is measured as the detector is rotated at various azimuthal positions 6 around the

stationary source.



228

Si detector

e

Dead layer  Source

(a)

Figure 7.19: (a) Assumed model of a thin dead layer in front of a thin source highlighting the
change in path length as a function of angle. (b) Basic setup for measuring the dead layer
of 29Cf source. The source is mounted at the center of a 23" rotational chamber. A PIPS
detector facing the source measures the energy of the as as a function of azimuth position

to deduce energy loss due to the dead layer.

The current of the Si detector (FD450-19-500RM by Canberra, 19 keV energy resolution)
is converted to a voltage pulse by a pre-amplifier (Ortec 142) and amplified (Ortec 572). The
unipolar output pulse from the amplifier is digitized by an ADC (Ortec AD811 CAMAC
Octal) and sent to the JAM data acquisition software. The bipolar output of the amplifier is
input into a Timing Single Channel Analyzer (SCA) and a gate and delay generator (Phillips
Scientific Model 794 Quad) which provides the logic gate for the ADC strobe.

Figure shows the uncalibrated 2*Cf energy spectra for the 0° position from JAM.

The Si detector is calibrated with an 2*'!Am source, which features three prominent o
decay peaks (> 1% branch ratio). Figure show the fit of the measured spectrum
at § = 0°to three Gaussians. The Gaussian normalization constants are reduced to one
parameter using the relative branch ratios, and the o parameter is made common to the three

peaks. To account for the ?*!Am dead layer, the spectrum is measured at 0°and 45° and

the loss in channels n%' is computed via Equation Figure [7.21b| shows the linear fits
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Figure 7.20: Uncalibrated *°Cf o energy sepectrum measured with the PIPS detector posi-

tioned at 0° and 45° wrt to the source normal.

of the energy vs channel relation for the peak centroids for a calibration performed in the
morning and afternoon of the same day. The linear fits includes %' as a fixed offset and
agree to within 2 keV. Using the fitted slope m = 1.2166 ch/keV of the morning calibration,
the 22! Am energy loss due to the dead layer at 0°is measured to be n%¢Y = 9.8 +- 1.6 keV.

Figure shows the linear fit of the centroids of the calibrated ?*°Cf energy spectra vs
1/ cos 0, where the fits of 7§} and the initial energy Ej are 189419 keV and 5829 421 keV
respectively. As a cross-check, an independent estimate of the initial energy Ej is obtained
from the weighted average of the literature o peak energies[2] with BR> 1%. The estimate
5833 keV is in agreement with the measured value. Figure combines all of the 0° peak
measurements for 2! Am and 24°Cf using the literature peak values and the measured dead
layer energy losses to plot the measured energy against the measured channels as a visual
confirmation of the calibration.

The calculated effect of the 189 keV energy loss from the dead layer on the o TOF as
a function of landing radius beneath the source is plotted in Figure The absolute
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Figure 7.21: *9Cf source dead layer measurement with the PIPS detector in the 23" rota-
tional chamber. (a) shows the fit of the three-peak *!Am « spectrum used to calibrate the
detector. (b) The peak positions in channels are fit against the literature energies where
the offset a® is the measured energy loss due to the Am source dead layer. (c) Using the
calibration, the energy loss due to the dead layer of *°Cf is measured as well as the initial
source energy. As a cross-check, the measured energies in channels of 2! Am and 2*Cf are

plotted against the literature peak energies minus the measured dead layer losses in (d).
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Figure 7.22: Kinematic component of the @ TOF and (b) the TOF contribution from the

source dead layer as a function of MCP hit radius.

difference in the TOF due to the dead layer is 80 ps at R = 0 mm and 95 ps at R = 40
mm. The maximum contribution of the dead layer to the TOF is 160 ps and occurs when

the source is positioned off-center for the study of incidence angle (Section [7.2.5]).

7.2.5 Timing dependence on o« incidence angle wrt MCP channels

Unlike the recoil ions, which impact the MCP at nearly normal incidence due to the ac-
celerating field, the 5813 MeV « particles act as rays from a point source, impacting the
MCP at various angles depending on the MCP position. The dependence of MCP gain
and position reconstruction on the incidence angles of as on the MCP has been previously
observed[31][30]. « rays that align with the axis of the MCP chevron channels, can penetrate
the full length of the top MCP before hitting the channel wall of the bottom MCP. In these
cases, smaller electron avalanches are generated than if the as hit closer to the surface, since
the amplification length of the channel is effectively reduced. Whether or not penetration

depth also significantly influences the timing response (which is relevant when comparing
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the timing response of as to fs) is explored in this section.

To test the timing dependence on this effect, a data run is taken with the 24Cf source
retracted by 30 mm. Figure shows a side-by-side comparison of the TOF fits vs MCP
position for the retracted and centered data prior to any kinematic TOF subtraction. The
offset of the MCP region with the shortest TOF is consistent with the offset of the source
position. Figure shows the T correction maps after accounting for the kinematic
TOF. The differences between the Tj correction maps and the MCP gain maps from the

retracted and centered data (retracted minus centered) are shown in Figures|7.24aland [7.24b]

respectively. The differences in the TOF and gain at [-8,-8] mm and [20, -20] mm correspond
to the positions at which the 8°decline of the MCP channels aligns with the incident «
particles for the centered and retracted source positions respectively. The relative difference
in Ty at these positions is 150 ns, with the faster timing occurring when the « trajectory and
MCP channel align.

The mechanism for the faster timing for the more penetrating as at [-8,-8] mm and
20, -20] mm is not obvious. Strictly speaking, aligned as travel a longer channel length
than non-aligned as. The contribution to the kinematic TOF from the additional 1.5 mm-
channel length is ~ 90 ps, so that an electron avalanche would be triggered 90 ps later for as
incident along channels vs hitting near the surface. On the contrary, the timing response for
the aligned events is faster. The explanation for this could be that the critical segment for
registering charge loss for the MCP is the latter part of the MCP channel, where the highest
gains occur. Perhaps it takes a shorter time for the avalanche to propagate to this segment
for as hitting deeper into the channel.

Other than at [-8,-8] mm and [20, -20] mm, the correlation of the differences in TOF with
the differences in gain for the retracted vs centered source is not strong, and no explanation
is offered for many of the other features of the Ty difference map. The Tg differences across
the MCP are histogrammed in Figure [7.25] which shows the average difference to be centered
around —100 ps. This is consistent with the analytical TOF difference of the s originating

at the two source positions.
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Figure 7.23: a TOF peak centoid as a function of MCP position for the retracted (left)
and centered (right) source before (a) and after (b) accounting for the kinematic TOF and
source dead layer. (b) shows that the effect of o angle of incidence wrt to the MCP channel

direction on the MCP timing response is small compared to the overall T{ correction.
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Figure 7.24: The difference of the (a) Ty correction maps and (b) MCP gain maps of the
retracted and centered 2*Cf source data (retracted - centered). The [-8,-8] mm and [20,-20)
mm quadrants correspond to where the « trajectories align with the direction of the MCP
channels for the centered and retracted source positions respectively. The difference in gain
for these quandrants in (b) is due to the fact that the aligned s strike further inside the
MCP channel, creating lower gains. The timing response of the MCP for these quandrants
is faster due to the fact that the charge in the second half of the channel is generated sooner

compared to other channels.
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Figure 7.25: ATy distribution of the MCP quadrants for the retracted and centered 249Cf
source data. The 100 ps shift is explained by the difference in the v TOF due to the shift in

source position wrt to the scintillator.

In summary, the o incidence angle wrt MCP channels can produce variations in the MCP
timing response for a few local channels to the level of 150 ps. As seen in Figure [7.23D] the
effect of incident angle on the overall shape and range of the o Tjy correction is small. The
study also illustrates how the 5 and a MCP timing responses might differ due to the different
penetration depths of the particles.

7.2.6 The QMCP CFD time walk for as and s

Both *He 8 and « coincidence data provide an opportunity to investigate the QMCP CFD
time walk. Ideally, one would separate the dependencies of T, on the MCP position and
QMCP into distinct functional contributions: Ty(z,y, QMCP) = Ty(z,y) + To(QMCP).
The strong correlation between QMCP and the MCP position make this difficult to do. The
straightforward approach is to observe the dependence on QMCP at each MCP quadrant
separately or to look at the position dependence for a narrow QMCP window. However,
the data sets do not contain enough events to use this method. The approach taken here
assumes the likely functional forms of Ty(x, y) and To(QMCP) and uses that information to

guide fiducial cuts on the events for the construction of each correction.
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The CFD time walk effect is assumed to be the strongest for events with QM C'P < 30000.
For this reason, the preliminary T} correction maps for s and as are constructed using events
with QMCP > 20000 and QMCP > 30000, respectively, in order to remove most of the
CFD dependence without sacrificing statistics. These correction maps are applied to the
uncut data, event-by-event, prior to parititoning the data by QMCP, histogramming the
TOF, and fitting the timing peaks in order to extract the centroid of the g or a peak of
interest.

Figure [7.26) shows the 8 TOF peak centroid as a function of QMCP before and after
correcting for the position-dependence and the kinematic TOF. From the figure it can be
seen that after applying the position correction, the slope in the TOF as a function of QMCP
is flattened. The remaining initial rise in the curve is attributed to the QMCP CFD time
walk effect.

Likewise, Figure shows the a TOF peak centroid as a function of QMCP after
applying the preliminary correction map event-by-event along with a fit for the CFD time
walk. Since the MCP gain for the northeast corner of the MCP is < 35000, only events below
the line y = —x 4 20 are considered when plotting the dependence. The logic for this is that
the T, correction for these quadrants (even after the QMCP > 30000 cut) is correlated
more strongly with the CFD effect than for the other MCP regions and may obscure the
dependence on QMCP. While the analytical form of To(QMCP) is unknown, the function

a Ye
VOQMCP? —b

describes the data approximately. The obtained fit from Figure is hence used for the
CFD correction, where the TOF value at QM CP = 100000 is chosen as the reference point

To(QMCP) = (7.4)

wrt to which the correction is applied. This CFD correction is applied to all events prior to
constructing the final Tj correction map for the as. The final correction map is constructed
after applying the CFD correction since the preliminary correction map undershoots the
correction for the northwest MCP corner by assumption.

Figure shows puror (and oror) vs QMCP before and after applying the obtained
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Figure 7.26: The left timing peak center TOF (left) and width orop (right) as a function
of scintillator energy (top) and QMCP (bottom) before and after subtracting the kinematic
TOF component and applying the Tj position-dependent correction map. The initial climb
in the TOF as a function of QMCP is identified as CFD time walk. The width of the peak

oror is not affected appreciably by the correction.
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Figure 7.27: The measured QMCP CFD time walk for a events after applying the Tj cor-
rection map constructed using events with QMCP > 30000. Events shown are taken from
the higher gain region of the MCP (y < —z + 20) to avoid the correlation of the the low-gain
with the position-dependent correction. The red line is a fit to Equation @
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position map and CFD time walk corrections for all events in the initial data set. The
residual dependence on QMCP in the self-corrected data is shown in green and are < 100
ps. Thus, the corrections reduces variation of the Ty with QMCP dependence from 700 ps
to 100 ps.

Figure [7.29a] and [7.29D] show the residual T} correlation with MCP position and QMCP

after applying the 04/23/18 data set corrections to a data set acquired independently on
05/04/18. The residual QMCP dependence is comparable to that of the self-corrected data
set in Figure[7.28a] with the TOF under-corrected by 50-100 ps for 20000 < QMCP < 40000.
The under-correction for these events is attributed to the failure to completely separate the
competing position and CFD effects.

In summary, the QMCP CFD time walk for s and as shows general but not exact
agreement between the two particle types, likely due to the strong correlation between the
MCP position and QMCP and the different QMCP distributions between the 8s and as. The
timing dependencies on CFD time walk and position for a particles were partially isolated and
formulated into separate corrections. The residual CFD time walk observed after applying
the CFD correction to the data sets is < 100 ps. On average, the relative Ty(z,y) and
To(QMCP) corrections shift the mean TOF of all of the v events by approximately 100 ps.
Overall, the variation in Ty due to position and QMCP dependence is reduced from 800 ps
to 100 ps.

7.3 Effect of T,y correction map and QMCP CFD correction on a

The effect of the relative Ty(x,y) and To(QMCP) corrections on the fits of a are tested
directly by applying them to the FullField June 2017 data sets and performing the full
analysis of a outlined in Chapter [§ For this analysis Ty is left as a fit parameter, since this
is ultimately the method adopted for the final analysis. Applying the relative Ty(z,y) and
To(QMCP) corrections obtained with the as results in a< 0.1% change to the extracted
value of a with a shift in Ty of ~ 150 ps, listed in Table [7.1] It follows that the effect for the

[ correction map is even smaller.
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Figure 7.28: The a Ty peak center (TTOF') and width (oror) as a function of QMCP be-
fore and after applying the Tj position-dependent correction map and the CFD correction
obtained in Figure The residual QMCP dependence below 30000 in the centroid is
attributed to the failure to separate the correlated position and QMCP dependencies. (b)
shows the fits of the « timing peaks at low (QMCP = 3839) and high (QMCP = 71839)
QMCP.
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Figure 7.29: Residual timing dependencies on (a) QMCP and (b) MCP position for the
05/04/18 22°Cf data run after applying the T, correction map and the CFD time walk
correction obtained with the 04/23/18 run. The residual dependence on QMCP is 50-100 ps
while the position-dependence randomly fluctuates around zero. The white region is due to

a fit rejected by the routine based on the aforementioned fit quality conditions.

Table 7.1: Difference in the fit of a and the Ty fit parameter for the triple-coincidence analysis
of the June 2017 full field °He decay data after applying the T}, position-dependent correction
map (Figure|7.17b)) and the QMCP CFD time walk correction (Figure[7.27) determined with

the 2#°Cf a-v coincidence spectrum.

Data Set % change in a | ATJ™ [ps]
FullField Setl —0.02% 156 ps
FullField Set2 0.08% 148 ps
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7.4 Scintillator timing response

Because the vs are measured at low scintillator energies < 400 keV while the ‘He Ss are
measured > 500 keV, an additional timing offset may exist between the Ty of 2*?Cf and
that of Li ions due to time walk in the scintillator signal for low energies. As previously
discussed, the 2*9Cf spectrum is not a single peak spectrum, so only the centroid peak values
between 180 keV and 224 keV can be assumed to be from the aggg group. For this reason,
and because the f and « peaks become harder to resolve at lower energies, the CFD time
walk for the o peak cannot be determined directly from the 2*°Cf centroid as a function
of scintillator energy. Instead the CFD time walk of the scintillator is measured using UV

photons from the ionizing laser source typically used for the photoion TOF measurement

described in Chapter [f]

7.4.1 CFD time walk for UV photons

To measure the CFD time walk of the scintillator, the 5 detector is triggered with UV light
pulses produced by the ionizing laser setup of Section [5.1] In this setup, the 337 nm pulsed
laser beam produced by the NL100 laser is split into a triggering beam and ionizing beam.
The triggering beam is fed directly into the light guide of the Scintillator-PMT assembly,
as before, while the ionizing laser pulse is sent onto a Thorlabs DET025AL photodiode
detector. The photocurrent signal is used as the stop signal for the TOF measurement and
is substituted for the MCP timing signal in the QDC channel. Care is taken to not saturate
the photodiode or the QDC channel by increasing the distance between the ionizing beam
output fiber and the detector, and the QDC channel settings (CFD settings and charge
integration window) are also adjusted in for the new pulse input. The rise and fall time of
the Thorlabs DET025AL photodiode detector is quoted to be 150 ps while the rise and fall
time of the anode produced by the modified PMT circuit is 10 ns and 100 ns respectively.
To measure the PMT CFD time walk as a function of the PMT signal size, the ionizing
laser PMT triggering beam intensity is varied. In order to control the PMT trigger pulse
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Figure 7.30: Study of Scintillator-PMT timing response to energy deposited by UV laser

photons. TOF is computed between PMT trigger (fed into the PMMA light guide with

fiber) and photodiode trigger from same laser shot. Laser pulse intensity is varied for the

PMT trigger only. (a) Accumulated scintillator spectra for various laser pulse intensities (in

terms of 5 energy). (b) Combined scintillator energy vs TOF histogram. (c¢) Mean TOF

peak vs mean scintillator energy.
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height, the laser pulse is attenuated with several gradated neutral density filters before the
PMT fiber input (Figure . By adjusting the filter grade for each run, the trigger pulse
height is incrementally scanned over the the full °He 3 energy spectrum while the TOF is
measured. Figures [7.30D] and [7.30a] show the accumulated spectra using the scintillator 3

energy calibration scale for merged and separate runs, and Figure shows the mean
TOF as a function of mean f energy for all the runs combined. A time walk of ~ 130 ps
can be observed in the TOF, with the PMT triggering later with lower pulse amplitude.
Such a time walk is known to arise in the CFD due to a changing pulse rise time with pulse
amplitudes. The direction of the time walk depends on whether the rise time is increasing
or decreasing with pulse amplitude and which fraction is inverted in the CFD.

It is unclear whether the UV photons create photoelectrons on the PMT photocathode
directly or are first absorbed by the scintillator and converted into blue photons. In both
cases the number of photoelectrons produced is proportional to the intensity of the UV
light, and measured scintillator energy is approximately equal to the deposited energy by
the laser pulse. Since the amount of transit time spread of electrons in the dynode chain
depends on the number of photoelectrons (see 9.4.B in [37]), the width of the resulting pulse
is expected to vary as the inverse square of the number of photoelectrons, which would satisfy
the condition of varying width with amplitude for the CFD effect. However, to confirm this,
the waveforms of the individual shaped PMT pulses input into the CFD module would need
to be output and analyzed as a function of energy. Whether or not the curve in Figure
can be applied as a correction to TOF spectra produced by other particles (s and Js)
depends on whether the PMT pulse shapes produces by these particles significantly differ.

7.4.2 UV photons vs s

While the PMT pulse shapes of the 2*Cm vs and UV photons cannot be compared directly,
Figure shows overlays of the fitted timing peaks from 2*°Cf with the UV photons timing
peaks at different scintillator energies. The peak widths match well as a function of energy,

indicating that the timing response from the scintillator and PMT are similar for the UV
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photons and the 388 keV vs. Assuming the response is the same, the difference in timing
observed for the UV photons in Figure for 200 keV and the energy of the He Ss at
2000 keV is ~ 4130 ps. This then is considered to be the offset in the Tj measured with
29Cf decay due to the CFD time walk of the scintillator signal and is applied as a correction

for the determination of T, with ?*°Cf as.

7.5 Final T, determination for as

After subtracting the kinematic TOF and applying the correction functions Ty(z,y) and
To(QMCP), the value of To(x =0,y = 0, QMCP = 100000) is obtained by fitting the TOF
peaks of the combined events in Figure It should be noted that up to this point, only
the radial component of the kinematic TOF is subtracted prior to fitting the TOF peaks, and
the centroid value extracted is TP’ = ju—1/\. Therefore, the absolute T} is calculated from
the obtained centroid value according to T cak _ (I'OF,(2)) +TOF, +1/X\+TcFpscint Where
(TOF,(z)) is the nearly-constant (42 ps) vertical component of the kinematic TOF for all
events, TOF, is the TOF of the s, 1/) is the lifetime of the ***Cm 388 keV excited state,
and Torpseint 18 the correction for the CEFD time walk of the scintillator from 200 keV to 2000
keV discussed in Section[7.4] The final T, values for the 04/23/18 and 05/04/18 data sets are
listed in Table[7.2] The sensitivities of the o TOF determination to the source position and
the dead layer energy loss 7oy for the center cell are 0TOF, /0 Zsource = 1/vo = 61 ps/mm
and 0TOF, /Oncy = 0.5 ps/keV. The uncertainty in the dead layer is 19 keV (Section ,
and the position of the source layer within the source encasement is estimated to be known
to 0.5 mm. Thus the systematic uncertainty on the absolute 7j is estimated to be +31 ps.
For completeness the T, determined from untrapped °He 3 left and right timing peaks is
also listed, where the events are first corrected for the kinematic TOF component and then
the 8 Ty correction map. The left and right Tf values fall shy of agreement by about 600 ps,
which may be due to the fact that the scintillator energies of the right peak do not reflect the
energies of the particles leaving the scintillator on their way to the MCP. The T and left
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Figure 7.32: Final fit of the combined ?*Cf o peak TOF events after applying the Tj
correction map and QMCP CFD time walk correction. Bottom plot shows the raw fit

residuals in blue and the normalized fit residuals in red.

and right TOB values differ by 1.333 ns and 0.745 ns respectively. As a check for consistency
of the detector response between June 2017 and April 2018, the 7 values from the 04/18/18
background peaks is also computed. These agree with T; 63 to within 300 ps.

While the variance of penetration depth of the as in the MCP channels has been shown
to cause differences of £150 ps in the TOF, it cannot account for the 1 ns difference in
the Ty between the #s and as. The most sensitive parameter of the a TOF is the physical
distance between the MCP and the source. A 1 ns error would require an error in the TOF
corresponding to 17 mm, which is excluded by the CMOS camera and mechanical inspection
of the electrode array. A possibility is that the scintillator response is different for ~s vs
Bs. While transit time through the PMT dynode chain and the outgoing PMT anode pulse
shape is expected to be the same for a given particle and deposited energy, the transit

through the scintillator for s and (s is intrinsically different, as the s penetrate all depths
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Table 7.2
Data Set To [ns] X2
M90F 04/23/18 | —82.518 = (0.009)*% + (0.031)* | 15.3
29Cf 05/04/18 —82.489 + (0.007)% + (0.031)*¥* | 3.7
He § T ~83.823 = (0.003)%9% & (—)¥s | 2
He § TR 83.233 + (0.033)%0 £ (—)¥s | 2
Bkg 04/18/18 T | —83.600 = (0.022)%% + (—)*v* | 1.4
Bkg 04/18/18 T | —83.176 = (0.021)%% + (=) | 1.4

of the scintillator while the s are localized close to the entry point. Figure [7.33| shows the
calculated the delays in transit time due to the difference in the position of the light source
in the scintillator wrt to the photocathode according to [44]. The numbers were computed
for a detector length of 15 mm and radius of 15 mm. The scintillator length and radius for
the SHe setup is 38 mm and 133 mm. While it is feasible that the effect may extend up
to 500 ps, leading to Tf < T, it is unclear whether the effect can be as large as the 1 ns

difference between T} and T

7.6 Detector timing resolution

As the systematic study in [8.5.1] shows, the sensitivity of a to the detector timing resolution
or is da/Jor = 1.6%/100 ps. It should be noted that this sensitivity had been incorrectly
identified as negligible in previous analyses, and has therefore not been the primary focus of
this work. Thus, the calibrations presented in this section should be though of as a starting
point and deserving much more attention.

The combined timing resolution of the MCP and beta detectors or has been previously

measured from the width of the left timing peak in the He 3-8 spectrum as a function of
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positions within a 15 mm-long scintillator. Figure from [44].
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Figure 7.34: Width (oror) of the °He 8- left timing peak as a function of scintillator energy
fit to function N exp(—Fseint/A) + B in (a) and N exp(—FEscint/\) + ¢Eseine + B in (b). (a)
is currently used in simulation where B is the combined timing resolution of the MCP and

Scintillator-PMT detectors.

scintillator energy (Figure 4.81 of [31]). Figure shows a repeat of the calibration for
the June 2017 non-trapped data, where the TOF peak width is modeled as an exponential
dependence on the scintillator energy on top of a constant term: N exp(—FEgeint/A) + B,
where B is the combined timing resolution of the MCP and Scintillator-PMT detectors.
This function is used to introduce Gaussian smearing of the TOF in the Post Processor
module of the simulation.

Figure shows how the fit of the calibration improves with the addition of a linear
term to the fit function. However, to preserve continuity with previous analysis, the function
sans linear term is presently used. The parameter B in the timing response function of

Figure contains both the scintillator and MCP timing responses:

B2 = Ugcint + 012\40P (75)

According to the fit of Figure Bz = 270 ps. A difference in the MCP timing
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Figure 7.35: Timing sum peaks for ions hitting the MCP in the region 5 < X < 9 mm and

Hh <Y <9 mm.

resolution between betas and ions would cause B,,, and Bg to differ.

It is possible to separate the timing resolution of the MCP and scintillator-PMT by
considering the sums and differences of the MCP delay line anode timings T X1, T X2, TY1
and TY2 (Section [2.4.4). The timing differences ATX =TX1 - TX2 and ATY =TY1 —
TY 2 provide a measure of the X and Y hit positions on the MCP, where the approximate
relation between position and timing differences is AX/ATX ~ AY/ATY ~ 1 mm/2 ns
[30].

The timing sums are defined as > TX = TX1 +TX2 —2Tycp and > . TY =TY1 +
TY2 — 2Tyop, where Tyeop is the fast timing signal of the back MCP plate trigger. The
timing sums are expected to be approximately constant across the MCP position since the
anode segments along which the signals travel should add to the total length of the wire.
Figure [7.35] show the timing sum peaks for a given position on the MCP.

The timing resolution o;cp is thus

U%JC’P = (O—%TX - UZTX)/2 = (U%TY - U2ATY)/2 (7.6)

where oy~ 7x is obtained from the width of the timing sum peaks while oarx =~ 20x, where
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ox is the position resolution. For ions, ox &~ 40 pm [30], and so oarx =~ 80 ps. Figures
and show the centroid and width of the timing sum peak as a function of the MCP
position for betas and ions respectively. The timing sum peak centroids vary up to 2 ns out
of =~ 75 ns across the x and y positions of the MCP for both ions and betas. For ions, the
widths of the timing sum peaks show a pattern of variance similar to what was obtained for
Ty (Figure . Why the variance in the timing sum widths is only present for ions and
not betas along with the mechanism for the variance is not known. QMCP CFD effects, as
seen with Ty, are a possible explanation but would need to be explored further. Ignoring the
position dependence for now, on average, os~rx equals 250 ps for betas and 190 ps for ions,
and consequently oycp equals 167 ps for betas and 122 ps for ions. The scintillator-PMT
timing resolution is computed as ogeins = 210 ps, given Bg = 270 ps. The combined TOF
resolution for ions is then expected to be B;,, ~ 245 ps. Given that the timing resolution for
ions varies by 100 ps across the MCP and isn’t modeled in simulation, the uncertainty on the
timing resolution is approximated as o & 50 ps. Since the sensitivity da/dor = 1.6%/100

ps, this leads to a systematic uncertainty of 0.8% in a.

7.7 Summary

In this chapter the Ty dependence on the MCP hit position and MCP charge was examined
using the TOF spectra of 8 coincidences in untrapped %He decays and a-vy coincidences
from ?*°Cf a-decay. After accounting for the kinematic components of the measured TOF
(geometric path lengths, particle energies, source dead layers, etc.), the relative Ty(z,y)
corrections wrt to the MCP center quadrant were determined for #s and as and are shown
in Figure The MCP position dependence of the timing was found to be 1.6 times
larger for the as compared to the fs. Comparing the MCP gain maps and the QMCP
distributions between as, s, and °Li recoil ions shows that the MCP response for the recoil
ions is more similar to that of as than fs, which is attributed to the difference in MCP

channel penetration depth and therefore the charge production for the two particle types.



.
40 TXSum

20

MCP Y [mm]
o

-20

-40

-40 -20 0 20
MCP X [mm]

.
40 TYSum

40

20

MCP Y [mm]
o

-20

-40

-40 -20 0 20
MCP X [mm]

40

0.6
0.4
0.2

-0.2
-0.4
-0.6
-0.8

Hror [NS]
MCP Y [mm]

MCP Y [mm]

40 ITXSum
20
0
-20
-40 . . L
-40 -20 0 20 40
MCP X [mm]
40 aTYSum
20
0
-20
-40 . . .
-40 -20 0 20 40
MCP X [mm]

0.3
=
=
025 &
25 B
0.2
0.4
0.35
v
03 =
w
e
b
0.25
0.2

253

Figure 7.36: Fitted centroids and widths of the MCP timing sum peaks produced by *He (s

from non-trapped decays.
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from non-trapped decays.
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Though the difference in the MCP timing response for as and fs is not fully understood,
penetration depth may also influence the timing response, as was illustrated in the study
of the timing for as as a function of MCP impact angle. The observed effect on timing
was limited to 150 ps for only a small region of the MCP at which the o rays aligned with
the MCP channels. Since the recoil ions are considered to be more like the as, the final T
correction map for a is based on the measured timing response to the as rather than the fSs.

A QMCP CFD time walk was observed for both particle types, and the correlation
between the QMCP dependence and position dependence in the timing was studied further
using the 2*Cf data. The relative correction wrt to Tp(Q = 100000) was constructed and is
shown in Figure[7.27] In addition, the alpha angle of incidence wrt to the MCP channels was
studied. The relative corrections wrt to the MCP center in Figure and Ty (€ = 100000)
in Figure were applied to the June 2017 data, and the change in a with the absolute Tj
fit parameter left floating was observed to be < 0.1% (Table [7.1]).

The CFD time walk of the scintillator was explored using UV laser light whose intensity
was varied to produce scintillator pulses of varying amplitudes. The measured effect was
used to deduce the ~ +130 ps shift between the ~ 200 keV pulses of the ?*°Cf s and the
2000 keV range of the ‘He fs.

After applying the respective Ty position and QMCP time walk corrections, the final T
values of the as and s were computed and are in Table[7.2] The Ty values of the as and Ss
disagree by =~ 1 ns, which is too large to be accounted for by the difference in scintillation
transit times for Bs vs s in the scintillator. Thus, while the 2¥Cf source data is more
appropriate for the proper construction of the MCP response time corrections for ions, it is
not a viable option for determining Tj absolutely to better than 1 ns.

At present, no timing calibration method has been able to constrain 7y to the 30 ps
accuracy required for a 1% measurement of a in which T is fixed. Consequently, in addition
to a, Ty is left as a free parameter in the fit of the TOF spectrum.

A preliminary evaluation of the detector timing resolution o was performed for betas and

ions using the non-trapped ‘He decay data, where oi" ~ 245 ps and o5¢'® ~ 270. A 100 ps
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change in the widths of the MCP anode timing sum peaks as a function of MCP position
was observed. An uncertainty of 50 ps is assigned to the determined timing resolution due to
this effect. The total uncertainty to a from the uncertainty in the detector timing resolution
is 0.8%. This remains as one of the dominant sources of uncertainty for a 1% measurement

n a.
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Chapter 8

SYSTEMATIC STUDIES AND DATA ANALYSIS WITH
MONTE-CARLO SIMULATION

The Monte-Carlo (MC) simulation is a vital part of the He experiment. It is the primary
method by which the 5 — v correlation is extracted from the data. It is also an indispensable
tool for estimating the systematic uncertianties of the experiment.

The aim of the MC simulation is to model the experiment as closely as possible in order
to reproduce the measured data set with 5 — v correlation a left free as a fit parameter. This
includes modeling the decay physics, the MOT cloud properties, particle transport through
the chamber, and the detector processes to the accuracy level needed to extract a to 1%.

An overview of the full MC simulation (including § energy loss and detector response) is
presented in Section 8.1} In Section a stripped-down version of the simulation is used to
demonstrated the kinematic relations between the different measured quantities in the °He
experiment and how the angular correlation relates to the TOF measurment. The methods
for extracting a from experimental or simulated data sets and estimating the systematic
uncertainties in a from uncertainties in experimental parameters is presented in Section [8.3
Section describes the treatment of data-specific factors in the analysis, such as detector
calibrations and non-trapped background, and details the fitting method routines used for
the experimental data. Finally, Section presents the analysis conducted on the June 2017

data sets and the obtained fit values of a.

8.1 Overview of the complete Monte-Carlo simulation

The simulation is divided into several stand-alone modules written in C++4. These are

depicted in the flow chart Figure [8.1 and include the Event Generator, the § Tracker, the
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Figure 8.1: Flow chart of MC simulation. Round-corner squares represent modules and

Scintillator-PMT response function,

submodules while sharp-corner squares and arrows represent the flow of data files between

modules. Figure taken from [31].

Ion Tracker, and a Post Processor.

The Event Generator generates the primary events of the decay or source under study
(°He beta decay or calibration sources) according to a decay prescription. For °He beta decay,
the beta and neutrino momenta are generated using a rejection-sampling method based on
the decay rate equation described in Section [I.5] The computation includes radiative
corrections and recoil effects to O(a) and O(Ez/M,), where « is the fine structure constant,
Ej3 is the beta energy, and M, is the mass of the recoil ion. For an accepted event, the recoil

ion momentum is then set via conservation of momentum.

Other simulated decays include ?*Cf for the calibration of Ty (Section , Fe for the
MWPC position calibration, 2°"Bi for the scintillator energy calibration, 2! Am for the MCP
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position calibration. For the simulation of photoions for the calibration of the MOT position
(Chapter , the initial velocity of the ions is simulated according to a Maxwell Boltzmann
distribution and the MOT temperature.

Common spatial distributions for the events include (1) a MOT, where the initial posi-
tion of the ions is sampled from a Gaussian distribution of a chosen width, position, and
orientation, (2) a diffuse source, where the events are sampled uniformly within a defined
cylindrical region of the chamber, and (3) calibration sources, typically defined by small flat
cylindrical geometries consisting of other materials.

The transport of the generated particles through non-vacuum media is performed by the
B Tracker module using GEANT4 function libraries, where the particle energy deposition
in the materials is computed according to the included interaction physics. The particles
tracked by the 3 Tracker include Ss from ®He decay and conversion electrons and s from
the calibration sources.

Recoils and photoions are tracked through a given EM field to the MCP by the Ion
Tracking module. The ions are tracked through an interpolated field map using a 4th order
Runge-Kutta algorithm with adaptive step size. The details of the Ion Tracker module and
the generation and interpolation of the field maps are presented in Chapter [

The Post Processor module applies the detector response widths and fiducial cuts defined
by the detector geometries.

The simulation modules run via the command line and take either macro scripts or
command line arguments as inputs. The tracking of the particle state variables (energy,
position, momentum, etc.) occurs via ROOT tree structures stored in ROOT files which
are read from and written to by each module. Upon generating events, the Event Generator
outputs a Beta and /or Ton ROOT file, containing the state variables of particles to be tracked
by the 8 Tracker and Ion Tracker respectively. These events are tracked separately by the
[ and Ion trackers which generate their own ROOT files containing final and initial state
variables. The Post Processor processes the Beta and Ion event files together or separately

if only one is provided. The Post Processor ROOT file output includes the original trees
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from the § Tracker and/or lon Tracker along with a “Processor” tree it generates after the
application of the detector response functions to the tracked events. This final ROOT file is

then passed on to the Analyzer for data analysis.
8.2 TOF spectrum fitting

To extract a from the He decay data, the conditioned TOF spectrum is fit using a log-
likelihood minimization routine for binned data. Using the calibrated experimental param-
eters (MOT properties, electric field, detector response, etc.), the fitting function is con-
structed from simulated TOF histograms for two different values of a. This fitting method is
based on the fact that the differential decay rate for ®He is a linear function of a and assumes
that the detector response functions do not explicitly depend on a. If this is the case, the

rate for a given TOF F(TOF, S;,a) is also linear with a:
F(TOF, S, ag,) = g(TOF, S;) + ag, f(TOF, S;) (8.1)

As discussed in Section 6.4 of [31], assuming the set of detector parameters S; in the simula-

tion match the experiment, the functions g and f can be evaluated using simulated spectra

for two distinct values of a:

alFMc(CLQ, TOF) — (IQFMc(al, TOF)
a1 — ag

FMC(ala TOF) - FMc<a2, TOF)

ap — a2

g(TOF) = (8.2)

f(TOF) = (8.3)

The simulated spectra Fyc(ay, TOF) and Fye(ag, TOF) are referred to as the fitting tem-
plates and are simulated using the values a; and ay respectively. A value of a that is used to
simulate a test spectrum is recovered within statistical fluctuations with the fit function [8.9]
provided that the parameters S; do not vary between simulations used to generate the fitting
templates and test spectrum. Figure [8.2a] shows a set of fitting templates corresponding to
a = +1/3 and a = —1/3, while Figure shows an example of a simulated TOF spectrum
fit using the fitting templates.
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Figure 8.2: (a) MC-generated TOF spectrum fitting templates corresponding to a = +1/3
and a = —1/3. (b) An example of a simulated test spectrum fitted with a linear combination

of the fitting templates. Bottom plot shows normalized residuals of the fit.

8.2.1 Sensitivity to b

As discussed in Section [1.3] often in correlation experiments, the b term is assumed to be
zero when extracting a with the understanding that the measured a is still sensitive to b via

the a prescription:

a
i= (8.4)
1+b(%2)
where (’gﬁ) is the averaged over the  energy spectrum.

While this is valid when fitting the differential decay spectrum as a function of the
correlation cosfs,, it no longer holds when the differential decay spectrum is expressed as
a function of the TOF and is integrated over [ energy. This is because the dependence of
cos 03, on Eg and the TOF is not separable. However, when Fj3 is limited to a small range
of values or is fixed, the prescription [8.4] in principle still applies.

To check this for the ®He TOF spectrum, a fit of a as a function of Fjs was performed
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using the stripped-down version of the MC simulation described in Section (1.6} For this test,
the test spectrum was simulated with a = —0.3333 and b = +0.35 while the templates were
simulated with b = 0 as usual. Both the templates and the test spectrum were partitioned
by Ej prior to fitting. The resulting fit values of a (@) as a function of Eg are shown in blue
in Figure . As shown by the red points, correcting the values by the factor (1+b(m./E3))
where b = 0.35 recovers the simulated value of a = —0.3333 within 20.

More time would be needed to assess systematics of this approach using the full MC
simulation and to evaluate the sensitivity of the experiment to b. For now, to reduce the
effect of energy-related systematics, the fits of a are performed for spectra integrated over (8

energy until systematics are considered under control.

8.3 Systematic studies

Systematic simulation studies are conducted to estimate the uncertainty of the fit of a due
to small deviations in parameters S; between experiment and simulation, such as the posi-
tions and voltages of the electrodes in MOT2, the MOT cloud position and shape, or the
misalignment of the MCP with the chamber center. This is done by systematically varying
the parameters when generating test spectra and fitting with the same fitting templates. For
small enough error in a parameter S;, the variation in a is approximately linear in that pa-
rameter, and the slopes da/0S; for a set of parameters can be estimated around the nominal
experimental parameter values with a linear fit, as shown in Figure [8.4al If the uncertain-
ties in the parameters are uncorrelated, the estimated uncertainties in a can be added in

quadrature, just as for statistical Gaussian uncertainties.

oa= | (ggi)zagi (8.5)

i

If the parameter uncertainties are correlated, as is the case for the measurement of the

electrode spacings in Section [6.1, correlation terms must be included. These terms are
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Figure 8.3: Fits of a partitioned by 8 energy Ej for a simple version of the MC simulation
(sans [ energy loss). The fitted spectra simulated with a = —1/3 and b = +0.35 while the
fitting templates are simulated with b = 0. The red points are the fitted values of a (in blue)
multiplied by the factor (1 4+ b(m./Ez)) where b = 0.35. The yellow line is the weighted

average of the red points.
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made explicit for the systematic correlations of the electrode spacings and MOT Z position
uncertainty in Sections below.

The sections below focus on the systematic studies conducted for parameters highly
correlated in the TOF, such as the electrode voltages, electrode positions, and the MOT-
MCP distance, where Section [8.3.1] introduces an additional fit parameter for the Ty shift in

the TOF.

8.3.1 Absolute timing shift Tj

To first order, the TOF spectrum arising from the coincidence trigger of the PMT and the
MCP is offset by some value due to the unequal detection delays between the PMT and the
MCP. This value is known as Tj, and in order to fit a, it is either externally calibrated and
subtracted from the spectrum or is included as a fit parameter in the fit function. Several
methods for calibrating the timing response of the § and MCP detectors are discussed in
Chapter [} Ultimately, the absolute timing calibration of the detectors cannot be carried
out to better than several hundred ps.

To determine the sensitivity of a to the uncertainty in 7, a simulated TOF spectrum is
systematically shifted by £500 ps and fit with the non-shifted fitting templates. Figure [8.4]
shows a graph of the obtained linear relation between a and 67y. The obtained sensitivity
is (1/a)(0a/0Ty) = 0.35/ns or 3.5%/100 ps. Given the uncertainty on the absolute Tj
determination, this high sensitivity precludes the use of a fixed T parameter in the fit of a.

Thus, T} is included as a fit parameter in the fit function.

8.3.2  Electric field map mesh refinement study

To assess the sensitivity of a to the finite element mesh used in COMSOL for the electric
field solution, field maps were produced using various values for the minimum mesh element
size, as described in Section [4.2.3] Figure [B.5] shows the fit values of a for TOF spectra

corresponding to the various values of the minimum mesh element size. The events in the data
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Figure 8.4: (a) Variation in the fit value of a and (b) x? as a function of the Ty timing shift
in the absolute TOF spectrum. The same sampled spectrum is shifted and fit for each point
(hence statistical error bars are correlated). The obtained sensitivity from the linear fit is

(1/a)(0a/0T,) = —0.35/ns or —3.5%/100 ps.

are fully correlated by using the same seeds for the random number generators throughout
the simulation. The variation in a is not linear but fluctuates, due to the randomization of the
mesh nodes around the decay positions, i.e. randomization of the electric field interpolation
error. The maximum observed percent change in a for the different mesh initializations is
0.22% and 0.13% with T fixed and free, respectively.

To truly limit the error in a from the choice of mesh in COMSOL, a more thorough
exploration of the effects of the meshing and solution convergence needs to be performed.
However, the present study indicates that the effect does not preclude the 1% measurement

of a.

8.3.83  Electrode geometry

The geometry of the electrode array directly affects the modeled accuracy of the electric field,
and therefore the TOF. In practice, the electrode positions within the geometry model are

adjusted according to the mechanical inspection detailed in Section [6.1] where the electrode
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Figure 8.5: Variation in the fit value of a as a function of the minimum mesh element size
used to solve for the electric field in COMSOL. Dotted line shows the fit values with the
Ty as a floating fit parameter while the solid line shows the fit with Ty fixed. The black
line represents the constant Standard Model value of @ = —1/3. The same distribution of
recoil ions is tracked for each field map, and the same random generator seeds are used for
all random processes involved (hence statistical error bars are correlated). The maximum

percent change in a is 0.22% and 0.13% with T} fixed and free respectively.
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Figure 8.6: (a) Fit value of a as a function of electrode position uncertainty in simulated
systematic study for E1-E6. Solid lines is for fit where Tj is fixed and dashed lines are for

where Ty is a floating fit parameter. (b) x?2 for the fit of a as a function of electrode position.

positions wrt to the MCP are given by a summation of the measured distances between

adjacent electrodes.

To estimate the systematic uncertainty in a due to the uncertainty in the electrode
positions (determined by the electrode spacings), a parametric sweep is run in COMSOL
to remesh, solve, and export a field map for each modification in the electrode geometry.
For each sweep, the spacing between electrode pairs is varied by shifting the position of
an electrode up and down such that the array stack above is also shifted. Events are then
tracked through each field map and are fit with the fitting templates with and without a
free Ty parameter. Figure shows the variation in the fitted value of a as a function in
the position variation of each electrode while keeping the MOT-MCP distance constant. As
seen from the Figure, electrodes 3 and 4, the closest to the MOT and where the ions spend
the most time, have the greatest effect on the TOF and consequently on a. Including Tj as
an additional free fit parameter absorbs most of the the first-order shift in the TOF due to
the field changes, resulting in a smaller deviation in the fit value of a. The sensitivities in a

for the floating and non-floating fits are listed in Table [8.1]



Table 8.1: Systematic uncertainty in a due to uncertainty in electrode spacings dx

Electrode | da/dx [x1075/pm] % in a/100 pm
Ty fixed | Ty floating | T} fixed | Ty floating
Asg —3.50 —0.08 —1.05 —0.03
Ays —6.44 —0.61 —1.93 —0.18
A, ~1013 | —141 | —3.04 | —042
Ass 980 | -204 | —294 | —061
Aqs —4.64 —1.09 —1.39 —0.33
Ao1 —2.06 —0.77 —0.62 —0.23
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The spacing measurement uncertainties are performed with the same height gauge, so
that in addition to the statistical uncertainties o, arising from the limited precision of each
spacing measurement, there is also a systematic uncertainty d,, that is common among the
measurements. The contribution to the uncertainty in a from the uncertainty in each spacing

measurement sp; is then
2 2
o, =0
a sp <85p1 )

The electrodes are modeled perfectly flat and level in the simulation.

Z Z (8spz> (aii)z (8:6)

A first order
deviation from this ideal is a tilt in the electrode which perturbs the symmetry of the field.
As for the electrode positions, the effect on the TOF is most pronounced for the tilt in E3
and E4. The effect is also most pronounced for a MOT offset perpendicular to the tilt axis.
To estimate the effect on a, E3 is systematically rotated about the X axis up to ~ 0.5 °

for a MOT offset at 5 mm along Y. The effect on a for this extreme case is 0.7%/degree of
tilt. The mechanical inspection shows the average electrode tilt to be < 0.2°, and the MOT
penning ion image shows the MOT to be within a mm of center. Consequently, the error in

a from not modeling electrode tilt is estimated to be < 0.1%.
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Figure 8.7: (a) Fit value of a and (b) x? of fit as a function of the MOT position uncertainty
in Z.

8.3.4 MOT position and shape

The TOF depends explicitly on the MOT-MCP distance and is therefore very sensitive to
the uncertainty in the MOT vertical position. A plot of the variation in a as a function of
the centroid of the MOT vertical distribution Z is shown in Figure [8.7, where the MOT is
simulated by a spherically symmetric Gaussian distribution with o = 200 ym. The sensitivity
(1/a)(0a/0Z) is determined to be —4.7%/100 pm for a fixed T fit and —0.22%/100 pm for
a floating T} fit, with the floating fit again absorbing the first-order effect in the TOF.

A systematic study of the a dependence on the o, parameter of the MOT distribution is
shown in Figure 8.8 The width is varied up to Aoz = 250 pm in order to resolve the effect
around the nominal width of 200 ym. Figure shows the resulting trend in the fit value of
a as a function of the systematic offset in o4 for the case of fixed and floating 7. Because the
width of the MOT vertical distribution (o) affects the leading edges in the TOF spectrum,
the variation in the T parameter is large, and, in turn, a varies to compensate. Thus, for
the floating fits, the sensitivity of a to oz is da/doyz = —2.12%/100 pm, much larger than
if Ty is fixed. However, as discussed in Chapter [6] the uncertainty in the effective vertical
width is only 5 pm.

Similar studies were performed to explore the MOT horizontal position and width uncer-
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Figure 8.8: (a) Fit values of a and (b) x? of fits as a function of the MOT width parameter
0z, where the nominal value for the fitting templates is oz = 200 ym. The black line is the

determined slope for the T} floating fits.

tainties. The impact of these sources of uncertainty on a is limited to < 0.1%/100 pum and

are subsequently ignored in this analysis.

8.3.5 FElectrode spacings and Z position correlations

In principle, the electrode spacings sp; and the MOT vertical position Z are treated as

independent parameters in the TOF when computing the sensitivities in a. That is 8‘2;

is computed while holding the MOT position constant in the MC simulation, and likewise

g—g is computed while holding the electrode spacings/electric field constant. In actuality,
Z is a linear function of the E6 to MCP distance, which is computed from the sum of the
spacing measurements. Considering both the statistical uncertainty on each spacing from
finite precision oy,, and the systematic uncertainty in each spacing from finite instrumental

accuracy 0sp, the total uncertainty in the MOT vertical position o is

O% = (nasp)2 + ”ng + O%’MOS-H”uler (87)

where n is the number of spacing measurements taken to compute the E6 to MCP distance,

and ocnr0s+ruler 18 the uncertainty from the CMOS camera calibration that is independent of
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the spacing measurements. The corresponding uncertainty in a includes a positive correlation
term between Z and every spacing measurement sp;:

oa \ > da da
2 _ 2 2 2
0. =03 <8Z) +207y/03, + 03, <8Z>5p E (aspi>z (8.8)

sp 7

where the rest of the sp; terms have already been listed in Equation [8.6]

8.3.6 Ion flight through MCP channels

As discussed in Section [5.8] in the simulation ions are tracked to a plane representing the
MCP surface when in reality, ions continue flying through the MCP channels until they hit a
channel wall. Considering the MCP channel 8° tilt and 25 pm diameter, ions fly an additional
vertical distance ~ 90 pm prior to hitting the channel wall, corresponding to ~ 130 ps for SHe
in the full field configuration. When determining the Z position with photoions, this shift
is absorbed into Z. Since the electric field is uniform, the difference in the TOF spectrum
due to this vertical translation of the MOT-MCP distance has an effect on the fit of a of
less than 0.03%. Thus, as long as the Z determined with photoions is used, the TOF of
simulation and experiment should agree. However, complications arise when considering the
local variations in MCP timing that can arise due to “electron-scrubbing”, particularly at the
position of the photoions (see Section , which can affect the propagation of the electron
avalanche through the channels. Thus, while self-consistent, the Z determined by photoions
is estimated to be accurate to a few hundred pym and is most accurate for the center MCP
channels.

Using the Z position determined by the CMOS camera, the recoil ions in the simulation
should be tracked to a distance below the MCP surface equal to the average channel flight

distance. As an estimate, ~ 90 pum is used.

8.3.7 Electrode voltages

As described in Section [3.4] the HV precision divider system for monitoring the electrode

voltages is calibrated to the accuracy of a probe that has been cross-calibrated with a NIST



272

Scaling Study Fit of a

-0.315

-0.32

-0.3251

© -0.33F

-0.335

-0.341

-0.345 : : : : ‘
15 -1 -0.5 0 05 1

Change in Field Scaling k X 10’3

Figure 8.9: Fit value of a as a function of the systematic scaling of the electrode voltages

V = kVj by the factor k due to systematic gain error in the electrode voltage calibration.

probe to 0.02% accuracy. This uncertainty in the absolute voltage is systematic across all
of the electrodes and results in an absolute scaling of the field strength. To estimate the
sensitivity of a to the field strength accuracy, a systematic study is conducted where the field
map voltages for the simulation are scaled up to a factor £ = 1.001. The linear variation in
a due to the voltage scaling is plotted in Figure 8.9] The slope translates to a systematic
uncertainty of 28% per 1% error in the absolute field strength for a fixed Ty fit and 8% /1%
for a floating Tj fit.

8.3.8 Magnetic field

The effect of the magnetic field map on a is tested by comparing the fits for TOF spectra
produced with and without the magnetic field map (see Section on discussion of effects
on TOF and MCP position). The percent change in a is —0.04% (7 floating). Figure m
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Figure 8.10: An example fit of the simulated TOF spectrum with the standard fitting tem-
plates. The magnetic field map is included for the test spectrum and is omitted when
producing the templates. The effect is demonstrated to be negligible at the 0.1% level by
comparing the absolute shift in a for fits with and without magnetic field tracking the same

population.

shows one of the fitted spectra.

8.3.9 MCP alignment

The misalignment of the MCP with the electrode array and the beta acceptance window
breaks the azimuthal symmetry of the TOF acceptance. The systematic study shown in
Figure [8.11] exaggerates the effect by displacing the MCP up to 8 mm in Y. A quadratic fit
shows the effect to be limited to < 0.3%/mm of misalignment for misalignments < 1 mm.

The uncertainty in the rotation angle of the MCP coordinate system wrt to the rest of the
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Figure 8.11: (a) MCP image where center of MCP was displaced by 8 mm to exaggerate
effect due to misalignment. (b) Best fit of a as a function of MCP displacement in Y. Effect

was shown to be < 0.3%/mm for oy < 1 mm.

chamber is similarly insignificant (< 0.1%/ deg) for the 1% measurement.
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Table 8.2: Systematic uncertainty in a due to uncertainty in parameter dx for the full field
configuration. With the exception of the absolute timing Tj study, the sensitivities listed are

with Tj as a fit parameter.

Parameter da/dx dx % in a
Absolute timing Tj —3.5%/100 ps

Electrode Voltage Gain 8% /1% 0.02% 0.16%
Electrode Spacing (Stat) —0.87%/100 pm 15 pum 0.13%
Electrode Spacing (Sys) —1.81%/100 pm 15 pum 0.27%
COMSOL FEM Solution Accuracy 0.13%4
MOT Vertical Position —0.22%/100 pm? 200 pmP 0.66%°
MOT Vertical Width —2.12%/100 pm 5 pm 0.1%
MCP Misalignment 0.3%/mm 0.5 mm 0.15%
Ay (charge state parameter)s 0.1%/0.1% 0.3% 0.3%
By (charge state parameter)& 0.6% keV/0.4% | 0.07% keV~' | 0.1%
B Scattering 2.3%° 10%f 0.23%
Background 3%° %" 0.2%
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Scintillator Energy Threshold 0.23% /keV 10 keV 0.23%
MWPC Position Accuracy 0.8% /mm 0.25 mm 0.2%
MWPC Efficiency Uniformity 0.18%!
MCP Efficiency Uniformity 0.07%'
Timing Resolution or 1.6%/100 ps 50 ps 0.8%
Total 1.24%

? Does not include correlation term from spacing measurements (see Equation
53).

b CMOS camera and electrode spacing calibrations contribute only 127 um of
uncertainty (0.54% in a). However, the uncertainty from day-to-day MOT
drift (between CMOS calibration and data-taking) is estimated to be 200 pm.

¢ Includes correlation term from spacing measurements (see Equation [8.8)).

4 Mesh refinement study described in Sections [8.3.2| and [4.2.3]

¢ Estimated as an ON/OFF effect after applying the Q-value cut.
! Estimated uncertainty in GEANT4 modelling.

& From [29).

b Uncertainty in background normalization factor.

! From [31].

8.3.10 Summary on systematic studies

Table lists the systematic uncertainties studied in this Chapter along with the significant
contributions from uncertainties in the background and [ scattering, mentioned in Section
ahead. The largest sources of uncertainty come from the MOT vertical position (or
MOT-MCP distance) and the detector timing resolution, which contribute 0.66% and 0.8%
to the total systematic uncertainty in a respectively. The sensitivity of a to the detector

timing resolution is discussed in the context of the June 2017 data analysis in Section [8.5.1
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where it was discovered to be much larger than previously assumed. The total systematic

uncertainty in a from the sources of uncertainty identified in this chapter is thus 1.3%.

8.4 Analysis methods for experimental data

8.4.1 Calibrations and accounting for background

Most of the experimental data analysis in this chapter follows the procedures outlined in
Chapter 6 of [31]. For the final extraction of a using the fitting templates, both the sim-
ulated data for the construction of the fitting templates and the experimental data are
conditioned via software cuts and calibrations prior to fitting. The calibrations discussed in
this thesis include the determination of the electrode array geometry (Section and the
electrode array high voltage system (Chapter |3)) for proper modeling of the electric field, the
calibration of the MOT position and shape (Section7 and calibration of the detector tim-
ing (Chapter [7)). The remaining calibrations, including the calibrations of the MCP position
reconstruction, the MWPC detector, and the scintillator and PMT detectors, are explained
in [31].

The dominant sources of background in the recoil ion triple-coincidence TOF spectrum
are scattered 3 events and non-trapped decay events. [ scattering events correspond to decay
events where the § particle is either scattered into the scintillator off of the electrode structure
or is scattered out of the scintillator, depositing only partial energy. Improper modeling of
the background events leads to an incorrect reconstruction of the event kinematics, and
therefore an incorrect value of a.

Much of this background is removed by applying what is known as a Q-value cut, where
the total energy of the events (@ value) is reconstructed based on the trap position, the
electric field, the measured [ energy and the ion TOF. Two ) values, corresponding to
a charge state of 1 or 2 for the ion, are computed for each event. Figure [8.12] shows the
reconstructed @ values for the June 2017 full field and low field data. A 3o cut is applied

around the prominent distributions to exclude events that are unlikely to belong to either
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Figure 8.12: Reconstructed @ values for the June 2017 (a) full field and (b) low field data.

()1 is assuming the charge state is 1 and ()5 is assuming the charge state is 2.

charge state. Figure [8.13] shows the fit of a as a function of Q-value cut width for the Low
Field Set2 data, where the cut is applied to both the experimental data and the simulated
data for the templates. As shown, the fits are not sensitive until the cuts are severe enough
to cut into the decay spectrum. The Q-value cut is described in more detail in Section 6.2
of [31]. As stated there, the Q-value cut removes ~ 90% of the non-trapped events and 30%

of the scattered [ events.

While the Geant4 simulation is relied upon for proper modeling of remaining scattered
B events, the remaining background from non-trapped *He is experimentally measured by
flooding the MOT2 chamber with ®He directly from the transverse cooling chamber (see
vacuum volume connections in Figure . As detailed in Section 6.3 of [31], prior to
applying the Q-value cut, the background TOF spectrum is renormalized to match the
trapped data spectrum outside the region of interest (10 < TOF < 110). Figure [8.14] shows
the matched background histograms for the June 2017 data before and after applying the @)
value cut. The renormalized background spectrum with the Q-value cut applied B(T'OF) is
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Figure 8.13: Sensitivity of the fitted value of a to choice of Q-value cut range (in keV) for
the Low Field Setl data set. The first point corresponds to the usual cut range while the
last point is the most severe cut. The sensitivity of a to the choice of cut around the usual

cut range is estimated to be < 0.1%/60 keV.
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then included in the fit function:

(095 —a) a_(TOF —Ty) + (0.95+ a) a . (TOF — Tj)
(0.95 — a)N,_ + (0.95 + a)N,,

Fyia(TOF) = (Noap— Nigy) +B(TOF)

(8.9)
Here a_(TOF —T,) and a, (TOF —Ty) are the fitting templates simulated with a = —0.95
and a = +0.95 respectively and a and Tj are the fit parameters. Neyp, Nikg, No_, and N,
are the integrals of the experimentally measured spectrum, of B(TOF), of a_(TOF — Tj)
and of a, (TOF —Ty) respectively. The uncertainty in a from the scattering uncertainties is
estimated in [31] as 0.23%. The uncertainty in the background modeling is estimated from
the uncertainty on the normalization factor: 7%. The contribution to the uncertainty of a

from the background is then estimated as 7% of the 3% effect on a of including/excluding

the background spectrum from the data fits, or 0.2%.

8.4.2 Fvent excess in high TOF region

Though, the normalized non-trapped background spectrum agrees well with the trapped

spectrum in the 10 < TOF < 110 ns region (Figures|8.14a and |8.14b]), the trapped spectrum

shows an excess of events in the high TOF region beyond the main distribution for the
trapped events. While these events are directly removed by the ) value cut, their presence
indicates that there is an additional source of background which may remain under the
trapped spectrum even after the () value cut is applied. This excess was seen in previous
data (October 2015[31] and June 2016) and prompted the acquisition of data in the Low
Field configuration to see whether the excess TOF scaled with the field.

The overlays of the trapped and non-trapped spectra for the excess event TOF region
(TOF > 325 ns for Full Field and TOF > 480 ns for Low Field) are shown in Figure [8.15]
The overlaid spectra are normalized to each other, except for the TOF spectra (Figures
and , where the background normalization factor is used. Here the excess is clearly
visible as a broad continuum. For the Full Field Set2 run in Figure B.15a], the trapped and
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Figure 8.14: Normalized background and recoil TOF spectra for the (a) Full Field Set2 data

and (b) Low Field Set2 data before the @) value cut and (c)(d) after the @ value cut.
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Figure 8.15: Trapped (data) and non-trapped (background) spectra of the excess event TOF
region for Full Field Set2 (left) and Low Field Set3 (right). (a) and (b) show overlays of the
TOF spectra with the background normalized to the early TOF region (10 < TOF < 110)
ns. The region shown directly follows the TOF region of the trapped events but does not
include these events according the simulations. The QMCP distributions in (b) and (c) show

agreement and identify the particles as ions.
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Figure 8.15: (continued) Trapped (data) and non-trapped (background) spectra of the excess
event TOF region for Full Field Set2 (left) and Low Field Set3 (right). The overlay of the

scintillator energy spectra for the Full Field (e) shows clear disagreement at lower energies

possibly due to chance coincidences correlated with ions not collected on the MCP. The

MCP radial distributions show that the trapped and non-trapped data have the same MCP

distributions, with the exception of excess at the center MCP which is associated with random

coincidences with Penning ions.
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non-trapped spectra resume agreement for TOF > 700 ns. For the Low Field Set3 run in
Figure agreement is nearly resumed for TOF > 1000 ns, but an offset persists. This
offset is thought to be due to the higher rate of random coincidences for the Low Field non-
trapped data, taken at an MCP singles rate of 25 kHz compared to 2.5 kHz rate for the Full
Field non-trapped data. For the non-trapped data, chance coincidences occur when the MCP
is triggered by a random ion uncorrelated with the decay event. These chance coincidences
lead to higher counts in the non-physical TOF regions (TOF < 0 and TOF > 800 ns) as
described in Section 4.16.1 of [31], and may explain the mismatch for TOF > 1000 ns in
Figure [8.15b]

For both field configuration, the MCP radial distribution overlays in Figures and
show agreement between trapped and non-trapped data except for the MCP center
channels, which for the trapped data have a surplus of events. As these persist in TOF, they
are identified as chance coincidences with Penning ions from the MOT and do not account
for the excess in question. The QMCP distributions are also in sufficient agreement and are
characteristic of ions. (Since MCP gain depends on hit position, small gain shifts may be
explained by different MCP distributions and rate effects). Finally, the scintillator energy
spectra show overall agreement except for the lowest energies for the Full Field (Figure
and Low Field (Figure sets. These low energy events may correspond to chance
coincidences correlated with ions that fall outside the MCP, as these more energetic ions
correlate with lower energy betas. These distributions don’t show significant variation in
shape as a function of the TOF beyond the trapped decay events.

Overall the excess events are consistent with °He betas triggering the scintillator and ions,
correlated with the betas, triggering the MCP. Based on these observations, the following

sources of the excess in the trapped spectrum are excluded:

1. Frequent high voltage discharge on the electrodes (not observed on the HV readout or
the photoion TOF spectra).

2. Mistriggering on MCP ringing (not observed in the photoion TOF spectra).
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3. Neutralization of the 5Li ions (small probability of scattering).

4. Creation of low energy ions by betas scattering off of the collimating electrode on the
way to the scintillator (simulations show that this would create a sharp TOF peak

rather than a continuum).

Ionization produced somewhere in the chamber by the betas is not entirely ruled out and
remains the most probable cause of the excess. However it would require production of a
broad TOF distribution rather than sharp peaks that would come about from ionization
occurring at the inner rims of the electrodes. This could be investigated further by creating
ionization with an insulated beta source in various electric field configurations.

For this analysis, the source of background remains as an unknown and is taken as a
negligible source of uncertainty after the application of the ) value cut. It is noted that this

may not actually be the case.

8.4.8 Final fitting routine

The final fits of the experimental data along with a goodness of fit and confidence intervals
estimation is performed via a customized MATLAB routine based on the fit function of
Chapter 6 of [31]. To construct the template functions a_(TOF —Tp) and of a (TOF —Ty),
ideally the Tj shift is applied event-by-event prior to rebinning the data. However, this is
computationally expensive. Instead a suitable functional form of the templates is obtained by
constructing an interpolant. Specifically, the simulated data is first binned with bin widths
100 times smaller than the bin widths of the fit data. The cumulative distributions of the
histogrammed simulation data are then calculated and fit to linear interpolants. At each
fit function call, the integrated bin counts for the Ty-shifted fit data bins are calculated by
taking the differences of the interpolating functions evaluated at the bin edges.

The best fit values of a and T} are determined by calculating the x? surface for the pa-

rameter space (a, Tp) surrounding the minimum y? value, where the x? function is defined

by Equation [H.2] Figures 8.17], and shows three cases of x? surfaces and corre-
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Figure 8.16: x? surfaces (left) and corresponding x? — x2,, = 1, 4, and 9 (1o, 20, and 30)
confidence contours (right) calculated for data simulated at « = —1/3 and Ty = 0.725 ns.
For the contour plots, the dotted line is calculated using a paraboloid fit of the y? surface
as opposed to the surface itself (solid line). The Ax? = 1 confidence intervals for a and Tj
are determined from the projections of the corresponding ellipse, as shown. Niey,, &~ 107,

Ndata = 10°.

sponding confidence contours calculated for data simulated at a = —1/3 and T = 0.725 ns.
For the three cases, subsets of the same fitting templates and simulated data are used to
highlight the effect of statistics on the minimization, where Niep, is the number of events
in the fitting templates and Ny, is the number of events in the fitted data. For sufficiently
high statistics in the fitting templates, the x? surface coincides with a paraboloid, where
the best fit values of a and Tj are those corresponding to the x? surface minimum. For
lower statistics in the fitting templates, as is the case in Figure the surface becomes
“rippled”, potentially forming many local minima shifted away from the global minimum.
This is due to the large variation in the x? as the fitting templates approach low counts.

Thus, for Nyae & 10°, Niemp > 107 is advised to avoid the effect.
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Figure 8.17: x? surface and contours for Niey, ~ 10% and Ny., = 10°. Statistics for the
fitting templates are a factor of 10 lower than for Figure |8.16] The increased granularity of
the fitting templates causes “ripples” in the x? paraboloid, which can obscure the true global

minimum from minimization routines.
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Figure 8.18: x? surface and contours for Ny, &~ 107 and Ny, = 2 x 10°. The x? minimum

converges on the simulated values of a and Ty for increased data statistics, as expected.
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Table 8.3: Event counts, triple-coincidence rates, and trapped signal to non-trapped back-

ground ratios for the four data sets of the June 2017 data run. Full Field sets are taken in

the ~ 1.6 kV /cm electric field confgiruation and Low Field sets taken at ~ 0.8 kV/cm.

Data Set Full Field Setl | Low Field Setl | Low Field Set3 | Full Field Set2
Event Count 45178 40173 108656 110113
Triple-Coincidence Rate 1.7 Hz 0.09 Hz 3 Hz 3 Hz
Sig:Bkg 90 49 112 125

8.5 Analysis of June 2017 data

The analysis of the § — v angular correlation is conducted on the data sets acquired from
6/20/2017 to 6/23/2017. The data is partitioned into 5 sets: two sets taken at full field (FF)
and three sets taken at about half the field value (LF). However, due to a malfunction of the
laser setup during Low Field Set2, this data set is omitted from the final fit of a. The rates of
acquisition and the number of triple-coincidence events after applying cuts and conditions for
the sets are listed in Table[8.3] The fitting templates are simulated using the MOT positions
and shape determined with the CMOS camera measurements, the MCP Penning image,
and the photoion TOF for each set (Table[6.5). The CMOS camera/mechanical inspection
determination of the absolute Z position wrt to the MCP is used over the photoion TOF
determination, as it is considered to be more reliable. However, the photoion Z determination
for each data set is used to account for the relative change in the position between sets since
it tracks well with the change in the MCP image position. Since 7} could not be constrained
to the level needed for the 1% measurement, it is left as a floating fit parameter, as was
assumed for the systematic studies.

Figures and show the TOF vs MCP hit radius distributions at various scinitilla-
tor energies for the full MC simulation at a« = —1/3 and the June 2017 Full Field Set2 data.

In the MC simulation, %Li** events are simulated according to P, = Ay + ByEr,,, where
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P, is the probability of charge state 2, and Ay and B, are fixed constants. Their values
are at 0.101 and 0.0042 respectively as determined by [8]. The uncertainty in a due to the
uncertainty in A, and By is listed in Table |8.2| according to [29]. Overlays of the normalized
MCP hit radius distributions between data and simulation for various cuts in beta energy
are shown in Figure [8.21] These figures show that the simulation accurately reproduces the
main kinematic features of the data.

Figure m shows the minimum y? surfaces and Ax? = 1, 4, and 9 confidence contours
parameterized in a and Tq for each of the four data sets acquired in the June 2017 data run.
The fitted TOF spectra and residuals for best fit values of a and T are shown in Figure [8.23|
Tables [R.4] and R3] list the best Full Field and Low Field fit values and standard errors for
each data set along with the best fit values for the combined fits. The statistical uncertainty
for the data sets combined is 1.2%. The best fits of @ and Ty are plotted in Figures|8.24. The
Full Field and Low Field sets are treated separately since sensitivities to the experimental
parameter uncertainties may be different between the field configurations. The different best
fit values of T between the two configurations (Figure suggests that this is the case
for Ty. Thus, in order to directly compare the Low Field and Full Field fit values, a thorough
investigation of the systematic uncertainties for the Low Field configuration must also be
performed.

Generally, the fits are not unreasonable, as indicated by the p-values of the fits listed in
Tables and [8.5] except for Full Field Set2, where the p-value of 0.09 may indicate a poorer
fit compared to the others. The residuals of the fits show structure near the leading edges of
the charge state distributions. This can either mean that the TOF displacement between the
leading edges differs between data and simulation, or that the TOF width differs between

data and simulation.

TOF displacement

The displacement in the leading edges can be caused by an inaccurate simulation of the

MOT-MCP distance (MOT vertical position Z) or an inaccurate modeling of the electric
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Figure 8.22: x? surface (left) and corresponding x* — x2,, = 1, 4, and 9 (1o, 20, and 30)
confidence contours (right) calculated for the TOF spectrum fits of the June 2017 Full Field
Setl and Set2 data.

Table 8.4: Fit values of a and T} for the June 2017 Full Field runs.

Data Set a Oq T o, X% | Dof | p-value | v/x204

Full Field Setl | —0.323 | 0.010 | —83.184 | 0.030 | 343 | 340 | 0.45 0.010
Full Field Set2 | —0.311 | 0.007 | —83.154 | 0.019 | 376 | 340 | 0.09 0.007
Combined Fit | —0.315 | 0.006 | —83.163 | 0.016 | 720 | 678 | 0.13 0.006
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Figure 8.22: x? surface (left) and corresponding x* — x2,, = 1, 4, and 9 (1o, 20, and 30)
confidence contours (right) calculated for the TOF spectrum fits of the June 2017 Low Field
Setl and Set3 data.

Table 8.5: Fit values of a and T for the June 2017 Low Field runs.

Data Set a Oq Ty o, X2 Dof | p-value | \/x20,

Low Field Setl | —0.319 | 0.010 | —83.233 | 0.047 | 618 | 593 0.23 0.011
Low Field Set3 | —0.331 | 0.006 | —83.268 | 0.027 | 632 | 610 0.26 0.006
Combined Fit | —0.328 | 0.005 | —83.259 | 0.023 | 1251 | 1201 | 0.15 0.006
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Figure 8.23: Fitted TOF spectra for the Full Field and Low Field data sets of the June 2017
data run. TOF spectra for a = —0.95 and a = +0.95 are shown in lavender and light pink

respectively.
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Figure 8.24: Best fit values for (a) a and (b) T for the June 2017 data sets. Solid lines
indicates the combined fit values for the Full Field (blue) and Low Field (red) sets with
the dashed lines indicating the standard error of the combined fit. All errors are statis-
tical. Additional systematic offsets between the Full Field and Low Field may exist due
to increased/decreased sensitivities of the Low Field values to the experimental parameter

uncertainties.
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field. In the regime of this setup, a stronger field would bring the two edges closer together,
while a larger MOT-MCP distance would push them further apart. A rough estimate of the
disagreement of the distance between the leading edges Ad ~ 200 ps is made by observing
the change in the leading edge residuals while shifting the simulated spectra in TOF for Low
Field Set3. The sensitivity of the distance between the leading edges (in ps) to either the Z
position (9d/0Z) or the electrode voltages (0d/OV') can be estimated using the simulation.
For the Low Field configuration, the estimated sensitivities are dd/0Z = 40 ps/100 pm
and 0d/0V = —44 ps/1%. Given the low sensitivity of d to the voltage combined with the
asserted accuracy of the field parameters, the likelihood that the field is the cause of the
displacement is small enough to be ruled out. For the MOT position to entirely cause a 200
ps displacement, the MOT position would have to be off by 500 pm, which is larger than the
assigned 200 pm uncertainty. The response of the fits to Z is tested by applying a 400 pum
shift in the simulation for Full Field Set2 and Low Field Set3 and refitting. The change
in a for the Full Field is consistent with the 0.22%/100 pm sensitivity determined by the
simulated systematic studies. However, the p-values of the fits change by < 0.03, indicating

that it is not a significant effect on the goodness of fit for the experimental data.

MOT width

The cause of the leading edge residuals can also be a disagreement in the spatial width of the
MOT cloud or the timing response functions of the detectors between the fitting templates
and the experimental data. As stated in Section |6.5.3] the width of the MOT is determined
to be 210£5 pm from the CMOS camera images of He. Since the width of the MCP images
show complete overlap between “He and %He for the photoions and self-ionization Penning
ions (Figure[6.33), there is no indication that there is a difference in width between the two
isotopes. The resulting contribution to the TOF width from the MOT width is listed in
Table B.6] while Section B.5.1] below discusses the contributions to the TOF width from the

detector timing response.



298

Table 8.6: Contribution to TOF width (o70r) from MOT vertical width (o7 = 210 pum).

For(CLitY) | 080, (°Li2")

9TOF
Full Field 300 ps 210 ps
Low Field 420 ps 300 ps

8.5.1 Detector timing resolution

Section [7.6] discusses the calibration of the detector timing resolution, where the measured
TOF resolution parameter B is used to introduce Gaussian smearing to the TOF that arises
from the combined timing resolution of the scintillator-PMT and MCP detectors. Figure
shows the disagreement between the simulation and data clearly for a previous fit of
Full Field Set2, where B was incorrectly taken as 300 ps compared to the best current value
of 245 ps for ions.

Up to this point, the sensitivity of a on the TOF resolution was thought to be a non-
dominant contribution to the systematic uncertainty of a. For previous data analysis in
[31] it is quoted to be da/dor = —0.021%/100 ps. However, the most recent systematic
study of the June 2017 fits as a function of B (Figure indicates that the sensitivity
is is on the order of 1.6%/100 ps for the Full Field data. Past records of systematic studies
have been found to confirm this sensitivity, and likely the smaller sensitivity arose from a

misinterpretation of the timing resolution uncertainty parameter.

Figure shows the p-values for the systematic fits. The p-values increase for Full
Field Setl, Full Field Set2, and Low Field Set3 as B is reduced from 300 ps to 60 ps. There
is a difference in the response of Full Field Set2 compared to the other sets in that the p-
value reduction is continuous while appearing to be more disjointed for Full Field Setl and
Low Field Set3. Figure shows the effect of reducing the constant B parameter in the
simulation from 300 ps to 100 ps on the Full Field Set2 charge state 1 leading edge residual.
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Figure 8.25: Systematic study of (a) the fits of a as a function of the timing resolution
parameter B for the June 2017 data sets. (b) shows the corresponding p-values for the fits.
In (a) the region B > 250 ps is fit to a line to extract the sensitivity da/0or ~ 1.6% /100 ps
for the Full Field data.

Overall, the timing resolution simulated at < 250 ps produces better fits, which is in agree-
ment with the current determination of the timing resolution parameter B as 245 ps for ions
(Section . As stated in Section , the uncertainty on the timing resolution determina-
tion is estimated as 50 ps due to the imperfect modeling of the resolution dependence on
scintillator energy for the data from non-trapped ®He decays. The uncertainty in the timing
resolution contributes to a 0.8% uncertainty in a and presently remains the leading source

of systematic uncertainty in the experiment.

8.6 Summary of analysis

This chapter presented an overview of the MC simulation and analysis framework used to
determine the sensitivity of a to the various parameters of the experiment and to extract
a from the June 2017 data sets. Using the fit methods outlined in this chapter, a table of

systematic uncertainties was constructed (Table |8.2). The total systematic uncertainty in a
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Figure 8.26: Full Field Set2 charge state 1 leading edge residuals for templates simulated
with TOF resolution parameter (a) B = 300 ps and (b) B = 100 ps.

for the Full Field configuration due to the estimated uncertainties of the parameters listed
in the table is 1.3%, where the leading uncertainty of 0.8% comes from the timing resolution
of the beta and MCP detectors. Since the sensitivity of a is so high to this parameter, better
modeling of the detector timing response is ultimately required.

In addition to the Full Field configuration, for the June 2017 data run, data was acquired
at approximately half the field strength (Low Field) to check for a persistent high TOF
excess present in the high TOF region of the trapped events. Though this region is removed
by the ) value cut, the events of this region are not yet fully understood. In the worst
case, they signify the presence of an additional background in the TOF region of interest.
Of the non-excluded hypotheses, the most likely cause is thought to be ions created by
Bs originating from the trap. Regardless, this possibility remains as a unknown source of
systematic uncertainty for the experiment until it is resolved at a future point in time.

The final fits of a based on this work for the June 2017 for Full Field and Low Field data
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are listed in Tables [8.4] and and are shown in Figures[8.24a] and [8.240] A full systematic

analysis for the Low Field data must be performed prior to comparing the Low Field fits to
the Full Field fits. The combined statistical uncertainty from the data sets is 1.2%.

Finally, of the four data sets, Full Field Set2 shows the poorest fit and the largest continual
response to changes in the timing resolution parameter. This either indicates a unique issue
with Full Field Set2 or an underlying issue with the experimental system that manifested in
Full Field Set2 during the data run. Since Full Field Set1 and Full Field Set2 are believed to
be taken under the same settings, there is no evidence of the known system parameters being
compromised for Full Field Set2. Without a possible explanation for the effect, excluding
Full Field Set2 from the the analysis would be unjustified and biased. Rather the effect
is taken as an indication that a TOF width-related parameter of the system is not fully
understood. More MC studies to study the TOF width effects are therefore advised.

Overall, the analysis of this chapter suggests that a more careful check of width-inducing
parameters in the simulation be performed and a better understanding of additional sources

of background in the experiment is obtained prior to settling on a final measurement of a.
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Figure 8.27: Fits of the Full Field Set2 TOF spectra partitioned by scintillator energy. TOF

spectra for a = —0.95 and a = +0.95 are shown in lavender and light pink respectively.
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Chapter 9
CONCLUSIONS

9.1 Experiment summary

The ®He experiment was constructed to measure the ag, angular correlation coefficient in
the decay of trapped ®He atoms to the 1% level (with the ultimate goal of 0.1%) via a
time-of-flight (TOF) coincidence measurement of the 8 and recoil °Li ion. This dissertation
focused on developments and calibrations of the electric field system (high voltage system,
electrode array geometry), development of the ion tracking module and electric and magnetic
field map generation in the Monte-Carlo (MC) simulation, the magneto-optical trap position
stabilization and calibration, and the calibration of the detector timing systems for the TOF
measurement, all aiming at sub-percent contributions to the uncertainty in a. All but the
detector timing calibrations and the MOT vertical position uncertainty satisfied the criteria
for a 1% measurement of a according to present understanding and modeling of the experi-
ment in the MC simulation. The simulation and analysis framework was further developed
to incorporate the calibrations performed in this work, and a final analysis procedure was
developed in MATLAB to extract the value of a from the June 2017 data.

Experimental data was taken over a period of 5 days in June 2017 under two different
electric field configurations (Full Field and Low Field). In total, 304120 “good” events were
collected, corresponding to a statistical uncertainty of 1.2%.

From systematic studies conducted with the simulation and data, the total systematic
uncertainty in a from uncertainties in the known system parameters was estimated as 1.3%
for the Full Field data. Analysis of the data revealed the detector timing resolution as a
leading source of systematic uncertainty for the Full Field data (0.8%) which was previously

considered negligible. In response, the timing resolution calibration was improved, yielding
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better fits between simulation and data. The present calibration serves as a starting point
from which to further improve the modeling of this important parameter.

The best fit values of a for the two field configurations are listed in Tables and
along with their statistical uncertainties. For the Full Field data, the measured value of a
from the two data sets is —0.315 £ 0.006(stat) £ 0.004(sys) and deviates from the Standard
Model prediction by 2.50.

9.2 Unresolved objectives

At this point, several open questions and objectives for the completion of the SHe experiment
remain unresolved and are identified below.

For the Low Field data, which was originally acquired ad hoc to study the background,
a study of the parameter sensitivities remains to be done prior to incorporating the fitted
values of a from the two field configurations into a single measurement.

Of the data sets, Full Field Set2 shows a significantly poorer fit that is improved by
reducing the TOF width of the simulation beyond the constraints set by calibrations. Rather
than excluding the data set, causes for the TOF width disagreement between data and
simulation should be explored further. This should include exploring experimental settings
or simulation parameters that would yield the apparent sharper time resolution for this set.

The source of the high TOF “background” continuum in the trapped data remains an
open question and may indicate an additional source of systematic uncertainty in a not yet
taken into account. Presently, the most likely explanation for the background is ionization
in the chamber correlated with detected betas coming from the decays of trapped atoms. A
check of this remains to be done by way of inserting an insulated ionizing source into the

chamber and measuring the TOF spectrum for various electric field configurations.
9.3 Final outlook

In the context of the tensor current search, a 0.1% level-measurement of a is presently

required in °He to set new limits on the presence of tensor currents. To achieve this goal,
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for the current design, the systematic uncertainties for the He experiment would have to
be reduced by an order of magnitude and the data statistics increased by two orders of
magnitude. Given the studies presented here, the current experimental setup has not been
demonstrated to be adequate for this level of measurement and would need to be modified
significantly. Additionally, sensitivity of @ to the Fierz term, b, for this setup would need
to be verified by dedicated simulation studies along with associated systematic uncertainty
studies.

Looking forward, a promising approach to set new limits on tensor currents is to mea-
sure the Fierz term directly by measuring the § energy spectrum via Cyclotron Radiation

Emission Spectroscopy (CRES).
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Appendix A
MAGNETIC FIELD SUPPLIES AND CURRENTS
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Appendix B

LABVIEW FEEDBACK RAMP PROGRAM FOR ELECTRODE
VOLTAGES

B.0.1 Program structure overview

The HV piecewise calibration function parameters are loaded from a text file into Read.vi
and used to convert the Divider Voltage into a Calibrated Voltage for each reading. Like the
other read values, these voltages are written to global variables accessible to all vis and are
updated upon each read. The 7 multiplexer channels can be enabled/disabled for reading
with the indicated array of buttons (Figure B.I)).

The main ramping feature employs a simple PI feedback algorithm to find the Control
Voltages that yield the desired Calibrated Voltages to within a specified error tolerance.
Whether or not the Ramp on Calibrated Reading button is enabled upon pressing UPDATE;,
the vi will first use a ”coarse ramp” to ramp the Control Voltages to the displayed setting
incrementally (V Increment). The actual Set Voltage written is displayed under the Program
Outputs area of the front panel. If the Ramp on Calibrated Reading button is enabled, the
vi will then ramp each supply in series using the Calibrated Voltages for feedback. At the
end of the ramp, the Control Voltages written as well as the Calibrated Voltages from the
reading are displayed under Program Outputs and the LED under them will be green to
indicate that the values are calibrated (Figure [B.2).

The RampOnReading sub-vi (Figure technically employs a PI loop with both P
and I Gain limited to 1 for stability. Since the integration term is approximated using the
forward Euler method with an effective sample time of 1 (discrete single samples), the gain
term introduced instability as I approaches 2. To avoid instability altogether, we cap our

gain at 1. Likewise, the P term in unstable with P above 1.
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Since the P term has no memory, it is somewhat useless in this application. So for now,
the P input is disabled.

The Integral Gain is calculated for each supply to yield a maximum step size equivalent
to the V Increment Max input based on the initial error. It is limited to 1 or a user input,
but can also be modified by hand during the ramp. The PI Output is shown and is added
to the Initial Control Voltage until the average error of last 10 reads is within the Error
Tolerance of the Desired Voltage. This can be adjusted within the code as needed.

The RampOnReading program will not be called if there are NULL values for any of the
Divider Voltages or Calibrated Voltages. It will also stop ramping if it detects the readings
to be unresponsive to the ramp.

The control voltages for the power supplies can be set different ways (Figure |B.4)).

e The Control Voltages can be loaded/saved from/to configuration files together with
the Electrode Voltage settings.

e [f the Ramp on Calibrated Reading option is operated, the determined control voltages
and readings can be copied over from the program outputs indicators and subsequently

saved under a setting name.

e [f the Control Voltage settings for the ramp are unknown, the desired electrode volt-
ages can be input directly into Set Electrode Voltages as before. However, an uncali-
brated conversion must be performed to the Control Voltages by clicking the Calculate

Roughly button.

The feedback ramp takes time and stops modifying the control voltage as soon as the
tolerance criteria is met. This can take some time, and likely the voltage will relax to a final
value after the ramp anyway. To get consistent results, it is advisable to use the feedback
ramp to find the control voltages for the desired setpoints and to then use the normal ramp

for ramping to those setpoints in the future.
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Appendix C

THE FOURTH ORDER RUNGE-KUTTA ION TRACKING
ALGORITHM WITH ADAPTIVE TIME STEP SIZE

The RK4 numerical algorithm is a vastly-employed numerical integration method for
solving differential equations with non-analytical solutions. The general method is explained
in many texts, including [46], and is specifically applied within the MC simulation for the
SHe experiment to track the trajectory of ions in EM fields.

Below is the explicit code of the algorithm to compute the final position and velocity
of an ion after a time step using a known acceleration function which depends on the ion

position and velocity:

void Tracking::rk4(double h, double a[3], double vout[3], double xout[3]){
int i;

double hh, h6;

double x2[3], x3[3], x4[3], v2[3], v3[3], v4[3], a2([3], a3[3], a4[3];

hh = h/2.0;

h6 = h/6.0;

for (i=0;i<3;i++){

v2[i] = vout[i] + hhx*ali];
x2[1i] = xout[i] + hh*x(voutl[i] + v2[i])/2;
}

GetAccel(x2,v2,a2);

for (i=0;i<3;i++){

v3[i] vout[i] + hhx*a2[i];

x3[1i] xout [i] + hh*(vout[i] + v3[i])/2;
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}
GetAccel(x3,v3,a3);

for (i=0;i<3;i++){

v4[i] = vout[i] + hx*a3[i];
x4[1i] = xout[i] + hx(vout[i] + v4[i])/2;
+

GetAccel(x4,v4,a4d);

for (i=0;i<3;i++){

//assignment!

xout [1] = xout[i] + h6x(vout[i]+v4[i]+2x(v2[1i]+v3[i]));

vout[i] = vout[i] + h6*(a[il+a4[i]+2*(a2[i]+a3[i]));

}

The ions can be tracked using a fixed or adaptive time step, where the adaptive time step
algorithm seeks to find an optimal timestep based on the ion velocity and acceleration. The
adaptive time step is based on the SIMION time step algorithm [47] and works to limit the

time step h in three ways:

1. Limits the spatial step to a value DM AX:

hy = DMAX/v,  h,=+/2DMAX]/a
hoh
h — v'ta
ho + ha

2. Enforces a minimum stopping length SMIN to deal with high accelerations compared
to the ion velocity where the stopping length is defined as S = [v?/a|. If S < SMIN,

the time step is reduced proportionately:

S
h= hSM[N

At most, the timestep is reduced by a factor of 10.
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3. The time step is computed for each dimension separately, and the smallest of those is

used.

The nominal values for the maximum spatial step DM AX and the minimum stoppling length

SMIN are 0.25 mm and 10 mm respectively.
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Appendix D
THE FINITE ELEMENT METHOD IN COMSOL

COMSOL uses the “weak formulation” method to find an approximate numerical solution
to the general second order differential equation boundary value problem (BVP). This FEM
approach are briefly outlined here for context, but is more thoroughly explained in [I] and
specifically demonstrated for a 1D Poisson problem with Dirichlet boundary conditions in
[45].

For the electrostatic problem, the governing equation for the electric potential V(Z) is
the Poisson equation

vy =L (D.1)

€0
where p is the charge density and ¢ is the permitivity. The electric field is readily derived

from the electric potential:

E(Z) = —VV(Z) (D.2)

In the FEM, the solution V for is approximated by an infinite sum of basis functions

(also called shape or interplation functions) 1; which span a Hilbert space:
V(@) =) Vi@ (D3)

where the coefficients V; are unknowns to be solved for. In the “weak formulation” method
emplyed by COMSOL, the second order differential equation [D.1]is converted into an integral
form by multiplying both sides by a test (also called weight) function ¢ (defined in the same
Hilbert space as the solution) and then integrating over the the physical domain. Using
Green’s identity (integration by parts), the 2nd derivative in V(&) is shifted to the test

function ¢, which weakens the requirement that the solution function be twice differentiable
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as originally dictated by [D.I] The requirement now is only that the integral form of the
equation holds for any test function in the Hilbert space. If the weight functions used are
the basis or interpolation functions themselves (¢; = ), the method is specified as the

Galerkin method. Thus, the weak formulation of Equation becomes
. p
; ViV, - ndS — ; ViV, dV = — | —;dV D4
J e viweads - [ ou S vivvav = [ Ly, (D.4)

and forms a system of infinite but countable integral form equations in j.

In order to reduce the system from an infinite to a finite number of equations, the domain
is discretized into a finite number of subdomains (or elements) with connecting outer nodes.
For 2D and higher dimension problems, a choice of shape for each element determines the
number of connecting outer nodes (ie triangular, tetrahedral). For a large enough discretiza-
tion (small enough element size) a small number of simple interpolation functions can aptly
describe the approximate solution within each subdomain and the system holds for each
subdomain separately. Each element can also have inner nodes, and the Lagrange element
order specifies the combined number of inner and outer nodes for the element.

The requirement on the choice of interpolation functions is that they be differentiable
within the subdomiain and that the solution V' is continuous across element boundaries. A
natural choice are linear, quadratic, or cubic polynomials (depending on the chosen element
order) that are the “orthogonal” in the subdomain vector space. That is, for each node,
there is an interpolation function whose value is non-zero at the node but reduces to zero at
all other nodes. In this way, for each subdomain or element, Equation [D.4] reduces to a finite
system of n equations where n equals the combined number of inner and outer nodes of that
element. With the choice of weight functions being the same as the interpolation functions

(Galerkin method), the problem can be represented in matrix form
AV = (D.5)

where vector V = V;Vs...V,, cointains the unknown coefficients of the interpolation polyno-

mials in the approximate solution in Equation [D.3]
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To reach the information at the actual boundaries of the original problem, the matrices
of the subdomain problems must be assembled into a global n x n matrix system. Reference
[45] shows an explicit example of the assembly process for a 1D electrostatics problem. Until
Dirichlet boundary conditions at the nodes of the electrode boundaries are imposed, the
matrix is singular and no unique solution can be obtained. After imposing the BC’s at the
M nodes of the boundary, the system is reduced to N — M x N — M by method of elimination
and is then solved directly (by inverting the entire global matrix) or iteratively using linear
and non-linear algebra techniques. The various solvers available in COMSOL to do this are

listed in [9].

Measures of solution accuracy and convergence criteria

The FEM yields an approximate solution to satisfy the matrix equation which is deemed
good enough when an error criteria is met. While the explicit form of the error criteria varies
from solver to solver, in most cases it is obtained from some form of the residual AV —b.
Generally, for linear iterative solvers used in COMSOL, the solution is refined until it meets

the convergence criteria

p|M~(b— Az)| < tol - |[M~1b| (D.6)

where the matrix M is a preconditionor which depends on the specific solver used, p is
a preconditioning safety factor, and tol is the chosen relative error tolerance factor. For
example, the linear iterative solver used to solve the system matrix for the MOT2 BVP is

Conjugate Gradients with Algebraic Multigrid as the preconditionor method.
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Appendix E

LEAST SQUARES METHOD FOR UNIFORM FIELD
OPTIMIZATION

e For for each electrode k, solve field EW separately:
E.(z) =) aE"(z) (E.1)
k

e Find voltage scaling coefficients a; that minimize variance from ideal field Ej

=) {Z apEr(z;) — Eo(%‘)}

i k
where Ej(z;) are the independent solutions of the electric field that satisfy the B.C. of each

electrode.

L . 2
Minimize x? wrt to each coefficient a;: % =0

Z Eo(z,)Ey(x;) = Z ay, Z Ey(x;) Ey(;)

k

J/

VvV Vv
=06 =Q =0k

= b :Zakakl or B:aa
k

-1

Ql

a=
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Appendix F

SCALING OF THE TOF IN AN INHOMOGENEOUS
ELECTRIC FIELD FOR IONS INITIALLY AT REST

Consider an ion trajectory in a 2D inhomogeneous electric field starting at some origin
(x,2) = (0,0) with zero velocity and stopping at some final point (zs, Z) where Z is a fixed
distance. For a given trajectory, we can divide the ion path up into small steps of variable
sizes S; = x;T + z;Z as in Figure such that Z = >""" | z;. Each step is made small enough
so that the field can be considered constant over each step while varying slightly from step
to step. Considering the 1D equations of motion first, the acceleration for each step i is

/
m

where the scaling parameters k', ¢, and m (field strength, ion charge, and ion mass respec-
tively) are all absorbed into a single the scaling factor k. The velocity before each step

is
V; = Z aktk (FQ)

where the TOF for each step is

(F.3)

and the total TOF is
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Figure F.1: A given 2D ion trajectory through some nominal inhomogenous field. The path

is divided up into steps small enough to have the field be nearly constant over each step.

Working through these equations recursively, we can express the final TOF and the velocity

at each step in terms of the steps z; and accelerations a; alone:

ToF = | Y220
L Q&1
[ 2214 22101 + 2290
i _\/ 11+\/ 141 22}
L a2 a2
2z1a1 + 2290 2z1a1 + 22909 + 2230
+_\/11 22+\/11 202 33}+ (F.5)
L as as
(F.6)

We can always find steps small enough to express the TOF in this way prior to scaling the
field down in which case the size of each region does not need to change. Since a; ~ k, we
can see from Equations and that TOF ~ 1/vk and v; ~ Vk.

To generalize to two dimensions, we keep our step sizes z; for the vertical direction fixed

and see what the effect of scaling does to the horizontal motion in z. For each step z;, does
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the step size z; change with field scaling? If it does, we cannot assume that the trajectory
is the same and that we sample the same field components.

We know the steps in x have the equation of motion
1 T2 T
zi = 50; t: +ul't; (F.7)

where for the first step v; = 0. It is evident that for a scaled field, the displacement z; for
the first step does not change and that the subsequent velocity vy = aft; ~ V'k as before.
Plugging this back into Equation for the next step is enough to see that that displacement
for each step x; does not change with field scaling and that the ion trajectory is the same as
for the non-scaled field. This means that Equation still holds in multiple dimensions and
that the TOF of an ion scales with the field, ion mass, or ion charge in an inhomogeneous

electric field, provided that the ion starts with zero velocity.
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Appendix G

2017 RULER FACE AND CALIBRATION ROUTINE
UPGRADES

Figure[G.2]shows a test calibration of the 500 x pitched ruler face laser-etched on anodized
aluminum designed and constructed by Christopher Cosby. The ruler is imaged by the
SmartScope ZIP Lite 250 and calibrated against the ideal grid line positions using a 2nd

order polynomial surface fit.



450
400
350
300

% 250

> 200
150
100

50

Y [mm]

Y [mm]

Calibrated Image

S - '

LR

-+

X [mm]

250

200

150

100

326

Figure G.1: Calibrated microscope image of new ruler face.
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Figure G.2: Surface fit of grid marks to ideal locations.
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Appendix H

x> BEHAVIOR FOR LOW SAMPLE SIZE STATISTICS AND
FITTING

In order to interperate the goodness-of-fit x? statistic appropriately for the various peak
fitting cases in this thesis, the behavior of the y? distribution obtained using simulated fits is
compared to the expected x? distribution in the case of low, medium, and high statistics. The
X2 statistic can be defined by calculating the maximum likelihood (or log-likelihood) based
on the parent distribution of a measured quantity, such as the number of counts accumulated
in a histogram bin or some other quantity with intrinsic or statistical spread. In the case
that the spread in the measured quantity obeys a Gaussian distribution, the maximization
of the likelihood leads to the general method of least squares, where the familiar Pearson’s

x? is defined as
fit meas ) 2

g;

i
and minimized to get the best fit (see Section 6.2 of [5]). For fitting histogramed data, 3™
is the number of counts n; in the ith bin, ylf " is the expected number of counts according
to the known parent or best fit function of the histogram, and o; is the known or estimated

meas

uncertainty of y;, assuming the measured value y;

is distributed normally about the
expected value yf " In the limit of high bin counts, the uncertianty on the measured value
n; is estimated as o; &~ /n;, on account of the Central Limit Theorem (see Section 4.4 of
[5]). In this case, the x? is termed Neyman’s x2. The reduced Neyman’s x? for binned data
is ,
1 p— Ny

Xp =~ Z % (H.2)

where the degrees of freedom v equals the number of bins minus the number of parameters

in the parent or fit function. For a given trial fit, the statistic x? obeys the x? distribution
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p(x*|v) (Equation 11.6 in [5]). That is, for a number of trials, where the parent histogram
is repeatedly sampled and fit, the x2s of the fits should follow p(x?|v).

If the number of counts in the fitted bins is too small to obey Gaussian statistics, the
obtained fit function may be biased by the low count bins. For low count statistics, the x?
statistic can alternatively be defined by calculating the maximum likelihood based on the
Poisson distribution, as is done in Section 6.6 in [5] and more completely in [3]. The Poisson

likelihood y? statistic according to [3] is
Xe =2 i —ni+In(n;/y;) (H.3)

and is expected to obey p(x?|v) just as does.

As expected, for large sample sizes (N,,; = 10000), the Poisson and Gaussian x2s converge
with the p(x?|v) distribution which is centered around 1. For medium sample sizes (N,,; =
1000), the Poisson x?2 is still in agreement with p(x?|v) while the Gaussian x? begins to
diverge upward. For small sample sizes (N.,; = 100), the Gaussian x? is diminished to 0.5
while the Poisson x? maintains its distribution peak a little above value 1.0.

Figure shows another set of trials for the same parent distribution, except for with
zero background. In this case the behavior of both x2s is similar, increasingly undershoot-
ing p(x?*|v) with decreasing sample size. The behavior can be pushed to the extreme by
expanding the fit range around the peaks to include more empty bins, driving the x? closer
to zero. Conversely, the empty bins around the peaks can be removed from the fit range, as
done in Figure bringing the x?2 for the Poission log-likelihood fit closer to p(x*|v) near
1. The underlying reason for this can be simply understood by the fact the v is not a true
reperesentation of the degrees of freedom for the case that empty bins for which the parent
distribution is known (i.e., zero-value bins) are included in the fit.

The difference in fit parameters obtained using Poisson or Gaussian log-likelihood is,
of course, largest at low sample sizes. The parameters most affected are the amplitudes
and background parameters. The width parameters are also affected as large widths at low

counts can effectively simulate background. The mean parameters are virtually unaffected,
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Figure H.1: 2 distributions for 100 trial fits of a double Gaussian and flat non-zero back-

ground for different sample sizes N.,;. Bottom graphs show first trial sample histogram

overlaid with normalized parent distribution, a Gaussian log-likelihood fit, and a Poisson

log-likelihood fit. Top graphs show corresponding x? distributions. The Parent Dist x?

corresponds to Neyman’s x? calculated using the parent distribution.
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Figure H.2: Same as [H.1| except that the parent distribution background term is zero.

since the background is flat.
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H.2| except that the fit range is reduced to exclude the empty bins

around the peaks. x?2 for the Poission log-likelihood fit is in better agreement with p(x?|v)

for the N.,; = 100 case than for since v is closer to the true degrees of freedom in the

fit.
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assured that the isotope pairs are measured in a common field configuration

by switching isotopes in the same instance of the field. In (b) the k£ = 0.5 set-

ting 1s omitted due to a wrong field setting. The relative difterence in isotope

positions for (a) was taken into account. [. . . . . .. ...

E16 Relalve °H e MOT i R T widils Tor Thc Tine 3017 |

photoion data as determined from the CMOS camera images. “He is 20 um

above SHe. | . . . . .

B.17

Fractional error in the relative field strength parameter & for the June 2017

photoion TOF measurements as determined by subsequent HV system cali-

bration. . . . . . o

5.18

(a) Simulation of the effect of improper voltage scaling on the determination

of Ty using the field scaling fits for *“He and “He. (b) Simulated effect of the

measured voltage drift on the Ty determination using the paired-isotope method|128

.19

Photodiode signal of collected light from LN203 laser profile as a function of

beam block position in mm. Cumulative probability tunctions ot a flat top

(uniform circle) distribution of radius 2.8 mm and a Gaussian distribution of

o = 1.6 mm are provided for reference. |. . . . . . . . ...
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5.20

Photoionizing laser and MO'I" vertical alignment data for a small NLL100 beam

from November 2016 (a and b) and the expanded LN203 beam from June 2017

(c and d). (a) and (c) show the photoion to Penning ion ratio as a function

of laser position at the MO'T while (b) and (d) show the photoion TOF as a

function of laser position at the MO'I'. The expanded beam is shown to be

less sensitive to the alignment of the laser, where the TOF is constant to 10

ps in the region of 2 mm compared to the ~ 50 ps/100 pm sensitivity of the

small beam. | . . . . .

521

(a) Multiple peaks in the MCP charge distributions corresponding to multiple

photoion events from a “He hot MOT. The different colored distributions

correspond to larger/smaller MO'T' sizes (higher/lower Penning ion rates).

The number of multiple charge events is clearly shown to increase with MO’

size. (b) QMPC distributions and corresponding TOF vs QMCP dependence

for two high statistics runs of different “He cold MOT densities. The initial

increase in the TOF is due to CFD time walk while the subsequent decrease

in TOF' is due to triggering on the fastest arriving photoions within multiple

on events. | . . . . s

.22

Mean QMCP as a function of MCP position for the 275 Hz run in Figure

[5.21bl Events with highest QMCP (corresponding to multiple ion events) are

concentrated near the center of the MO'l', where the density is the highest. |

5.23

Normalized QMCP distributions for the June 2017 photoion data for the var-

ious field scalings. The fraction of multiple ionization events (falling into

the second peak) is small and approximately constant between scalings. The

06/17/17 paired isotope runs show an anomalous change in QMCP for the

k = 0.5 setting, indicating a wrong bias voltage tor the MCP-delay line stack.

This point was omitted from the analysis. | . . . . . . .. ... ... ... ..

524

(a) Mean MCP flux for photoions as a function of mean MCP singles rate for

hot and cold MOTs. (b) Mean photoion TOF as a function of mean channel

.25

(a) Photoion QMCP distributions for various mean channel rates from MCP

flux study. The distributions exhibit drop in gain due to channel charge

depletion. (b) Computed mean channel rate as a function of field scaling for

the June 2017 "He and *He photoion scaled field runs. The corresponding

shitt in the TOF of the kK = 0.35 run relative to the k£ = 1 run i1s —40 ps.|

141

.26

Figure from Reference [41] showing gain for a chevron MCP stack vs ion

impact energy for various species of ions. Lines show fits of Parilis-Kishinevskii

| refation todata. | . . . . ... oo
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.27

Mean QMCP (gain) as a function of ion velocity (left) and impact energy

(right) for the June 2017 photoion scaled field runs qualitatively compared

to Parilis-Kishinevskii relation (solid curves) for parameters b = 6 ns/mm,

vp = 0.06 mm/s, and a was chosen to match the curve to the first °He data

point. A gain saturation effect is clearly visible in the energy regime ot the

photoions. The dependence on ion energy (or field scaling) is nearly linear

without appreciable difference between isotopes in contrast to the predicted

curves based on ion velocity. | . . . . . ... ..o Lo

[5.28

Systematic study of the effect of QMCP threshold on the “He - “He June

2017 data. (a) Determined Tj from the field scaling fits of *He and “He as a

function of applied QMCP threshold. (b) Effect of QMCP threshold on Ty vs

field scaling £ using the paired isotope method. In both analyses, effect is well

below 100 ps for the lower QMCP threshold values, indicating that CE'D time

walk related to gain differences is relatively insignificant and can be excluded

as a dominant systematic. |. . . . . . . ...

5.29

Comparision of the average QMCP as a function ot the MCP position for

Penning ions from a June 2017 °He run and a February 2018 “He photoion

run. For the February 2018 run, a newer and deeper “low-gain crater” is

visible at (0.25, —0.25) [mm| in addition to the original one from June 2017

at (—0.15,—0.75) [mml. [ . . . . ...

61

(a) Set up of the electrode spacing measurement with a precision height gauge.

‘ (b) Drawing of electrode array assembly showing ruler placement (in red) for

‘ CMOS camera calibration. Distances of interest for the MOT-MCP distance

calibration are the ruler center to E6 distance and the E6 to MCP distance,

as highlighted. | . . . . . . . . . . . .

6.2

Distribution of standard deviations for each spacing measurement at a given

position after the exclusion of extrema (> 200 pym). The distribution is not

normally distributed and an additional inspection with more repeated mea-

surements at each position would be required to resolve the standard deviation

distribution. The mean of 30 pm is taken as the estimated precision o, of

the technique.| . . . . . . . . . oo

152

6.3

(a) Electrode positions (summed from measured spacings) fit to planes to de-

termine tilt angle. Green lines represent the axes of rotation determined from

the fit. (b) Top: Residuals from plane fit for the four counter-clockwise posi-

tions near the column spacers. Residuals are correlated the points representing

the electrode positions are cumulatively summed from the spacings. Bottom:

To estimate electrode warping, residuals from a preceding fit are subtracted

from the next fit. Beyond E1, warping is estimated to be limited to 15 um. |

6.4

(a) Positioning and setup of the CMOS camera for the MOT2 chamber. (b)

Unprocessed image of MOT?2 taken with sCMOS camera. | . . . ... . ...
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6.5 Top-Left: Processed CMOS camera pixel image of “He MOT for the June

2017 data run. Y is approximately the chamber vertical direction (Z). Top-

rght: the filtered image fit to a general rotated 2D Gaussian surtace and a

flat background term. Bottom-left: resulting fit parameters (Equation [6.1;

pl = A, p2 = ux [px|, p3 = ox [px|, p4 = py [px| pb = oy [px|, p7 = 6 [rad],

andpb=DB). | . . . .. ...

[6.6 Photo of the stainless steel ruler used for the CMOS camera image calibration.

A 1.5 x 3 cm grid pitched at 500 pum is laser-etched onto the flat tace. | . . .

160

[6.7 Calibration of the CMOS camera ruler image. Top-left: False color ruler image

in x and y pixels for MOT fit region, where y is the approximate chamber

vertical direction (z). Bottom-left: Fit of y profile dips to obtain grid mark

positions in pixels. The red dotted line indicates the ruler “origin” graphically

identified by the user. The green vertical lines correspond to the y range of

the MO'T" image in 6.5, Dips beyond 1030 pixels were not fit since microscope

measurements of those grid marks were not available. Top-right: Linear fit

of the 1maged grid marks to their microscope-measured positions in the MOl

region. Bottom-right: Residuals of the top-right it in mm. . . . . . . . . ..

6.8 CMOS camera images of the ruler face in different lighting conditions. Light-

ing was varied by changing the position and direction of the light source at

the MO'T2 chamber viewport.| . . . . . . ... ... ... ... ... .....

[6.9 A comparison of the resolved non-uniformity of the grid between four camera

1mmages taken under different lighting conditions. The maximum difference in

the determined grid line position among the images is 25 ym. | . . . . . . . .

[6.10 Shift in the apparent ruler grid line y positions due to off-axis image distortion

in the CMOS 1mage along x. T'he changes from x = 0 to z = £3.6 mm are

measured using the on-axis CMOS camera calibration. | . . . . . . . ... ..

[6.11 Ruler face for CMOS camera calibration imaged with MeasureMind 3D Mul-

tidensor metrology software. Pitch of grid 1s 500 gm. |. . . . . . . . . . . ..

[6.12 Non-linearity of the ruler grid used to calibrate the CMOS camera as measured

by the CMOS camera images and the microscope image. The determined

grid positions from the four camera images with different lighting and the

microscope image are fit to arbitrary lines. The fit residuals plotted here

reveal that the ruler grid is linear to at least 15 pym. | . . . . . . . . . . . ..

[6.13 Orientations of the MCP, CMOS camera, lasers, and chamber XY coordinate

Systems.| . . . . . .. e e

16.14 (a) 2D histogram of residual gas (wider peak) and “He (narrow peak) Penning

ion events on the MCP from a June 2017 data run. T'he peaks are fit to two

Gaussian surfaces (in red) with the major/minor axes rotation angle fixed at

0. The raw residuals from the fit are shownin (b). | . . . . ... ... .. ..
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[6.15

Reproducibility of the “He (yellow) and “He (orange) MOT vertical position

for the nominal trapping parameters for separate trials over the course of (a)

one day (12/12/17) and (b) several days. The positions in (b) correspond to

the measured positions for the dT’OF'/dZ slope measurements in Section [6.3.5] [172

6.16

X and Y position of the Penning ion image centroid on the MCP for “He as a

function of the X and Y coil current settings, where the nominal settings are

2.5 A and 0.5 A respectively. A second set of fits (MCP X vs Y current and

MCP Y vs X current) are also performed and the derivative components are

rotated mmto the chamber coordinate system to obtain the final sensitivities

Iisted in Tablel6. 4l 1. . . . . . .

6.17

MOT horizontal position as a function of X and Y coil currents from the (a)

CMOS camera images and (b) the MCP Penning ion images. The left and

right plots in (a) show the horizontal position pg and vertical position py

wrt to arbitrary fixed offsets while (b) shows the XY motion in the MCP

coordinate system. Repeatability to 40 pum 1s demonstrated with two data

sets obtained on 11/03/17 and 11/09/17. (c) is a fit of the transverse camera

coordinate and the MCP coordinates to a plane to obtain the transtormation

between the two systems.|. . . . . . . . . ...

6.18

“He and *He MOT transverse and vertical positions as a function of Z coil

current. Lett plot includes overlays of the MCP-determined positions for the

[ transverse camera coordinate. 1. . . . . . . . .. ... L.

[6.19

(a) *He and He photoion TOF vs MOT Z position fit for 12/14/2017. (b)

Fit residuals show unexplained 150 ps fluctuations.| . . . . . . . .. ... ..

6.20

Stability of the transverse and vertical *“He MOT positions over 4 hours. Left

plot includes the overlaid MCP position measured simultaneously with the

CMOS camera images.| . . . . . . . . . . ...

6.21

Correlation plot of the photoion TOF vs Z position for “He stability run in

Figure [6.20L Expected slope dTOF/dZ = 1.21 ns/mm is plotted in orange

while the fitisinred. | . . . . . . . .

[6.22

Schematic of locking scheme for “He (LD1) and ®He/°He (LD2) laser frequen-

cies. LDI is locked to the 2°5; — 23P, 1083 nm transition for metastable

“He inside the discharge cell using frequency-modulated saturated absorption

spectroscopy where the pump beam frequency is modulated by the EOM. The

LD2 frequency is locked relative to LD1 using the beat-lock scheme described

in the text to account for the isotope shitt. The detuning of both beams is set

by the frequency of the AOM. |. . . . . ... ... ... .. ... ... ....

181

[6.23

Partial scheme of atomic energy levels for “He/°He and “He. Arrows indicate

the cycling transitions used for cooling. | . . . . . ... ... ... ... ...
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[6.24

TTL signal (ON/OFF) scheme for trapping cycle beams and phases. Fill

represents ON. | . . . . . . .

6.25

MOT vertical width (charactarized by Gaussian fit parameter o) as a function

of trapping beam (a) power and (b) detuning frequency. | . . . . . .. . . ..

[6.26

(a) Change in the MOT vertical position over time due to power instabil-

ity. (b)Replotted as a function of monitored laser power. In this setup the

measured power was a small fraction of the power diverted from MO'T?2 via

a polarizing beam splitter and is proportional to the delivered power. The

dependence of the vertical position on laser power is 30 um/5%. A 5% change

corresponds to about 1 mW of the normally delivered power.|. . . . . . . ..

185

6.27

Feedback and switching scheme for the MO'T?2 laser power and frequency con-

trol. 'Two independent VCOs provide the detuning frequencies for the capture

and cooling phases. The VCO outputs are relayed by RF switches to a com-

mon VCA (voltage controlled attenuator) and then to an AOM through an

RF amplifier. The RF switches for the capture and cooling signals are con-

trolled with TTL signals from the LabVIEW DelayGate.vi. The frequencies

of the separate VCOs are controlled by 0-20 V variable, high stability DC

supplies (1 and 2). The power levels for both phases are controlled with the

Ch2 output of the RIGOL, which sets the external setpoint tor the PID. The

MO'T?2 trapping beam power is monitored with a photodiode which measures

the reflected light returning from MOT2 at the position of the non-polarizing

beam splitting cube. The photodiode reading 1s calibrated against the power

meter reading (MOT2 PM) of the incident MOT2 power. The photodiode

voltage signal is the measure signal for the PID. The PID output is combined

with a 0-20 V offset (3) and fed into the common VCA control input. |

186

623

Depiction of the converging torward and reflected beams at the MO'I" position.

Beam convergence can compensate for the reflective losses on the mirrors by

concentrating the beam power.|. . . . . . . . .. ... ...

187

6.29

Setup of the MO'T2 fiber output prior to beam splitting. Upon exiting the

fiber, the beam passes through an iris and is slightly focused by a plano-convex

lens prior to passing through a polarizing beam cube and a 1/2 wave plate.

| The Tens is mounted on a translation stage so that its distance from the fiber

| can be precisely varied in order to adjust the beam convergence.| . . . . . . . 188
16.30 Top: Change in transverse (Aug) and vertical (Auyz) MOT positions as a |
| function of laser power for different focusing lens distances trom the fiber. |
[ Bottom: Position sensitivity to power with lens position.| . . . . . . . . . .. 189
[6.31 14 hour stability of the transverse and vertical MOl positions. | . . . . . . . 190
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[6.32

°He and “He MOT position as a function of detuning frequency oy for 1.4 W

laser power. The measurements in (a) were taken on 10/23/17 and 11/03/17

where the relative detuning for *He wrt “He was varied from 6; = 0 MHz and

9; = 1.2 MHz to match the vertical position of “He at dp = —88 MHz. (b)

shows the corresponding positions on the MCP (from Penning ion image) as

the detuning is varied (by 1 MHz increments). | . . . ... .. ... .. ...

16.34 Relative change in the “He and “He photoion TOF wrt to the weighted average

of the runs. The centroid of the photoion TOF peak for each run is computed

from the mean of the TOF distribution. The °He and *He relative TOF

positions should not be compared absolutely. | . . . . .. ... ... ... ..

6.35

Spectra overlays of the experimentally obtained and simulated photoion TOF

tor the June 2017 FullField and LowkField data, where the MO'T" Z position is

simulated at the position obtained with the ZCMOS camera. | . . . . . . ..

71

Scintillator energy vs TOF coincidence spectra of (a) ambient and beam-

induced background (5-day run), (b) untrapped °He -/ coincidences (11.5-hr

run), and (c¢) **’Cf a-v coincidences near the Ty region (4-day run). For (b)

and (c), the spectrum at lower energies is also shown. In (a) and (b), the

lett peak at —5 ns corresponds to relativistic particles that trigger the MCP

first and the scintillator second and vice-versa for the right peak at —3.5 ns.

Above 6000 keV are MIPs (cosmic rays). | . . . . ... ... ... ... ...

72

Observed shift in the (a) left § timing peak centroid and (b) MCP gain

((QMC'P)) for recoil ions as a function of MCP position for the June 2016

®He untrapped decays. |. . . . . . . . . ..

73

QMCP distributions for (b) °He s and (c¢) °Li ions of the June 2017 °He

untrapped decays for the MCP regions indicated in (a). The angle § = 0

corresponds to the regions of largest difference in gain.| . . . . . . ... ...

7.4

°Li ion QMCP distributions for the June 2017 trapped decays partitioned by

MCP radius R and azimuth angle 6. | . . . . .. ... ... ... ... ....

75

MCP gain maps for (a) “He fs, (b) *He untrapped ions, (c) °He trapped ions,

and (d) *PCfas. |. . . ...

76

(a) Calculations of the MCP to Scintillator TOF vs /3 energy for the s of the

left timing peak. (b) shows the effect of the full electric field on the TOF as a

function of 5 energy, and (c) shows the change in TOF as a function of MCP

radius. | . . .

77

(a) Sample fit of the °He timing peaks for an MCP quadrant. The peaks are

fit using a binned log-likelihood method for Poisson statistics. The realized

X2 distribution is plotted alongside p(x“|v) in (b). More on x? behavior for

low statistics data can be found in Appendix[HL |. . . . . ... ... ... ..
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[7.8

The T correction map determined from the scattered (s of the left timing

peak in the untrapped °He decay spectrum. Events with 200 < E..i,y < 3000

keV areused. |. . . . . .

7.9

(a) **Cf o emission energy spectrum. Subscripts represent excited nuclear

states in daughter “*>Cm. (b) **’Cf o decay scheme to excited states of “*°Cm

nucleus. Level energies are in keV, « intensities in %, and hindrance factors

are given. Figures from [2]. | . . . . . . . .. ... ... ... ... ...

[7.10

2Cm excited state decay scheme. Level energies and y-ray energies are given

in keV. Figure from P[] . . . .. .. ... ...

711

Topward (a) and sideward (b) view of the “*’Cf a-source. The source is

electroplated onto a 5 mm diameter active area, recessed approximately 0.5

mm from capsule surface. (c) shows CMOS camera image side view of the

source inserted into the MOT2 chamber. Electrode 3 and 4 are visible below

and above the source. The red crosses indicate the measured points identifying

the capsule surface.| . . . . . . . ...

219

712

QMCP vs TOF spectra for untrapped °He -3 coincidences (a)(b) and “**Cf a-

~ coincidences (c)(d) prior to (a)(c) and after (b)(d) applying their respective

To correction maps.| . . . . . . . ... e e

221

713

Position distributions of events on the MCP from “*?Cf as (left), °He s (mid-

dle), and °Li ions (right) from untrapped °He decays. Events are azimuthally

symmetric for each case, with °Li ions having a more peaked distribution near

the MCP center . . . . . . . . . .

714

MCP charge spectrum (integrated over the MCP) for “*’Cf as, °He (s, and

°Li recoil ions from untrapped °He decays. The difference between the o

and °Li ion charge spectrum is attributed to the differences in MCP position

distributions for these events (Figure(7.13).f. . . . . .. ... ... ... ...

222

715

Scintillator energy spectrum of “*’Cf after selecting for the a events (—2 <

TOF < 10 ns, QMCP > 30000). The Compton edge of the 388 keV s is

calculated to be at 234 keV. In addition to the energy from the the ~s, the

spectrum includes contributions from x-rays, bremstrahlung radiation, and

[ radiation from unknown source contaminants. |. . . . . . . . ... ... ...

[7.16

(a) Typical fit of the “*’Cf a-y and background timing peaks for an MCP

quadrant. Plot below fit shows the raw (blue) and normalized (red) residuals

of the fit. (b) shows the x? distribution for the quadrant fits compared with

p(X°Iv). | .

717

The Ty correction maps (as a function of MCP position) determined by using

(a) untrapped “He -3 coincidences and (b) “*’Cf a-y coincidences of the agg

group. The relative correction obtained with the as is about 1.6 times larger. | 226
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[7.18

Ty residuals for “*’Cf data after applying the T, correction map for the case

where the source is (a) at the nominal 0°wrt to the horizontal MCP plane

and (b) angled 45°. The tilt axis (along which the magnetic transporter is

inserted) is at -22.5° wrt to the MCP z-axis and is indicated in (b) with a red

line. The effect of the dead layer on the TOF is appreciable (300-500 ps) and

1s consistent with the direction of source tilt. | . . . . . . . . . . . . . .. ..

227

[719

(a) Assumed model of a thin dead layer in front of a thin source highlighting

the change in path length as a function of angle. (b) Basic setup for measuring

the dead layer of **Cf source. The source is mounted at the center of a 23”

rotational chamber. A PIPS detector tacing the source measures the energy

of the ass as a function of azimuth position # to deduce energy loss due to the

dead layer. | . . . . . . .

228

[7.20

Uncalibrated **Cf « energy sepectrum measured with the PIPS detector po-

sitioned at 0°and 45° wrt to the source normall . . . . . . . . . .. . .. ..

229

[7.21

“9Cf source dead layer measurement with the PIPS detector in the 23” rota-

tional chamber. (a) shows the fit of the three-peak ***Am « spectrum used

to calibrate the detector. (b) The peak positions in channels are fit against

the literature energies where the offset a®” is the measured energy loss due to

the Am source dead layer. (c) Using the calibration, the energy loss due to

the dead layer of **?Cf is measured as well as the initial source energy. As a

cross-check, the measured energies in channels of **! Am and “*?Cf are plotted

against the literature peak energies minus the measured dead layer losses in

230

[7.22

Kinematic component of the a TOF and (b) the TOF contribution from the

source dead layer as a tfunction of MCP hit radius.|. . . . . . .. .. ... ..

231

[7.23

a TOF peak centoid as a function of MCP position for the retracted (left)

and centered (right) source before (a) and after (b) accounting for the kine-

matic TOF and source dead layer. (b) shows that the effect of a angle of

incidence wrt to the MCP channel direction on the MCP timing response is

small compared to the overall [ correction.| . . . . . . .. .. ... ... ..

233

724

The difference of the (a) Ty correction maps and (b) MCP gain maps of the

retracted and centered “*’Cf source data (retracted - centered). The [-8,-8]

mm and [20,-20] mm quadrants correspond to where the «a trajectories align

[ with the direction of the MCP channels for the centered and retracted source |

positions respectively. The difference in gain for these quandrants in (b) is

due to the fact that the aligned as strike further inside the MCP channel,

creating lower gains. The timing response of the MCP for these quandrants

1s faster due to the fact that the charge in the second halt of the channel is

generated sooner compared to other channels. |. . . . . . ... ... ... ..
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[7.25

AT, distribution of the MCP quadrants for the retracted and centered “*’Cf

source data. The 100 ps shift i1s explained by the difference in the v TOF due

to the shift in source position wrt to the scintillator.|. . . . . . . . .. . . ..

[7.26

The left timing peak center TOF (left) and width oror (right) as a function of

scintillator energy (top) and QMCP (bottom) before and after subtracting the

kinematic TOF component and applying the Ty position-dependent correction

map. Lhe initial climb in the TOF as a function of QMCP 1is identified as

CFEFD time walk. The width of the peak oror i1s not affected appreciably by

the correction. | . . . . . . .

237

[7.27

The measured QMCP CFD time walk for a events after applying the 7

correction map constructed using events with QMCP > 30000. Events shown

are taken from the higher gain region of the MCP (y < —x + 20) to avoid the

correlation of the the low-gain with the position-dependent correction. The

red line 1s a fit to Equation|7.4L |. . . . . . .. ... o000

238

[7.28

The a T peak center (I'OF) and width (oror) as a function of QMCP before

and after applying the T position-dependent correction map and the CED

correction obtained in Figure [7.27, The residual QMCP dependence below

30000 1n the centroid 1s attributed to the failure to separate the correlated

position and QMCP dependencies. (b) shows the fits of the o timing peaks

at low (QMCP = 3839) and high (QMCP = 71839) QMCP.| . . . . . . ..

240

[7.29

Residual timing dependencies on (a) QMCP and (b) MCP position for the

05/04/18 “*’Cf data run after applying the T, correction map and the CFD

time walk correction obtained with the 04/23/18 run. The residual depen-

dence on QMCP 1s 50-100 ps while the position-dependence randomly fluc-

tuates around zero. The white region is due to a fit rejected by the routine

based on the atorementioned fit quality conditions. | . . . . . . . . .. . . ..

241

[7.30

Study of Scintillator-PM'T" timing response to energy deposited by UV laser

photons. TOF' is computed between PMT trigger (fed into the PMMA light

guide with fiber) and photodiode trigger from same laser shot. Laser pulse

intensity is varied for the PMT trigger only. (a) Accumulated scintillator

spectra for various laser pulse intensities (in terms of § energy). (b) Combined

scintillator energy vs TOF histogram. (c) Mean TOF peak vs mean scintillator

CNCTEY. | « « v v v o e e

243

[7.31

Overlays of the **Cf a-v coincidence TOF peaks with the UV photon coin-

cidence peaks of the ionizing laser for various scintillator energies. The UV

peaks are normalized by maximum peak height and are roughly aligned with

T'OF = 0 by subtracting the mean of the overall distribution. T'he overlays

show that the UV TOF peaks are comparable to the a TOF' peaks indicating

a similar scintillator timing response. |. . . . . . . . ..o
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[7.32 Final fit of the combined “*’Cf o peak TOF events after applying the Ty |
[ correction map and QMCP CFD time walk correction. Bottom plot shows |

[ the raw fit residuals in blue and the normalized fit residuals in red. . . . . . 247
[7.33 Calculated delay of transit time for a light source for various height and radial |
| positions within a 15 mm-long scintillator. Figure from [44]. . . . . . . . . . 249

[7.34 Width (oror) of the “He 3-f left timing peak as a function of scintillator
energy fit to function N exp(—Fyeini/A) + B in (a) and N exp(—FEseint /) +
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